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AbstractThe Game of Life was created by J.H. Conway. One of the mainfeatures of this game is its universality. We prove in this paperthis universality with respect to several computational models:boolean circuits, Turing machines, and two-dimensional cellularautomata. These di�erent points of view on Life's universalityare chosen in order to clarify the situation and to simplify theoriginal proof. We also present precise de�nitions of these 3 uni-versality properties and explain the relations between them.Keywords: Game of Life, cellular automata, universality
R�esum�eLe jeu de la Vie a �et�e invent�e par J.H. Conway. Un des principauxinterêts de ce jeu est son universalit�e. Nous la prouvons ici dansdi��erents models: les circuits bool�eens, les machines de Turing,les automates cellulaires de dimension 2. Ces di��erents points devue sont pris pour clari�er la situation et simpli�er les preuvesoriginales. Nous donnons aussi des d�e�nitions pr�ecises de ces3 propri�et�es d'universalit�e et expliquons leurs di��erences.Mots-cl�es: Jeu de la Vie, automates cellulaires, universalit�e
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1 IntroductionThe Game of Life (Life for short) is a cellular automaton introduced byJ.H. Conway in 1970: it can be seen as a game played on an in�nite grid.At any time some of the cells are alive and the others dead. Which cells arelive at time 0 is up to the player who chooses the initial con�guration. Thenthe player observes the evolution of the con�guration: the state of each cellat any time follows inexorably the previous one according to the rules of thegame (see Section 2). Conway proved in [2] the computational universality(let us say Turing-universality to avoid confusion in the remainder) of thegame by de�ning some special patterns able to simulate the components ofa real computer. Independently and simultaneously, it seems that Gosperobtained the same result but we could not have access to this | unpublishedas far as we know | proof.We focus on three aspects of Conway's proof of Turing-universality.First, one point is very complicated and di�cult to check: the construc-tion of a memory stack. Second, as far as we could understand it, it con-tains an error discussed in Section 3.3. Third, the author did not explainprecisely what he means by \universality". It could be at �rst sight consid-ered as a minor problem since it is also the case for instance in the worksof Banks [1], Nourai and Kashef [11] and Smith [7]. As a matter of fact,all authors we could read on this topic did not de�ned what they meantby Turing-universality. This point may seem of low interest since the def-inition is usually straightforward, but in the case of simulation by cellularautomata, it is a very delicate point because cellular automata transform in-�nite objects | versus �nite in standard models. One can �nd in literaturefalse results because of de�nition problems. Such a de�nition can even beextremely di�cult to establish when combined with self-reproduction whichis also hard to de�ne [16, 3]. Thus, we give �rst a precise de�nition of thisnotion.
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In this paper, we also prove a stronger universality property: we provethat life is intrinsically universal, i.e. that it can simulate any 2-dimensionalcellular automaton. There is also a problem of de�nition for this notion ofsimulation, even if it is broadly used in literature. We base our work onthe de�nition of simulation presented in [14]. The key point is that thisde�nition is compatible with Turing-universality: if a Turing-universal cel-lular automaton is simulated by another cellular automaton, the latter is alsoTuring-universal. This intrinsic universality is implicitly used by Banks in [1]but it seems that he did not get the relationship with Turing-universality |which he also proves in a di�erent way. This author focuses on the problemof the di�erence between �nite and in�nite initial con�gurations, which isindeed the key point of the de�nition of Turing-universality as explained inSection 4. The intrinsic universality allows to simplify proofs and, in ourcase, to prove directly the Turing-universality of Life without the di�cultconstruction of the memory stack. This approach is also used in [5].More precisely, the universality is proved in 3 di�erent contexts: �rst forboolean circuits, then we prove it for Minsky machines (it corresponds toTuring-universality), and in �ne we prove this universality for 2D cellularautomata(intrinsic universality).The paper is organized as follows: �rst in Section 2, we recall the rulesof the game and show some basic con�gurations that are used as basicconstruction tools. In Section 3 we prove that any boolean circuit can besimulated by these basic patterns (our �rst kind of universality). In Section 4we give and discuss a precise de�nition of Turing-universality for cellularautomata. We give a hint of Conway's proof without entering the technicaldetails of the construction of the memory stack. Section 5 is devoted tointrinsic universality: we propose adequate de�nitions and prove that Lifeis intrinsically universal.
2 A basic survey on LifeIn this section we present a few important patterns and some reactionsbetween them without modifying the book [2]. Then, in Section 5, we shalluse them for constructing some special con�gurations to prove universality.Life is a game played on an in�nite grid. At any time, some cells are liveand the others are dead. Each cell is surrounded by eight neighbors, formingthe so-called Moore neighborhood (see Figure 1). At every time step, eachcell can change its state, in a parallel and synchronous way according to thefollowing local rules:
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Figure 1: The Moore neighborhood
Birth: a cell that is dead at time t becomes live at time t+ 1 if and onlyif three of its eight neighbors were live at time t (for an example, seeFigure 2a).Survival: a cell that was live at time t will remain live if and only if ithad just 2 or 3 live neighbors at time t (see Figure 2b).Deathby overcrowding: a cell that is live at time t and has 4 or moreof its eight neighbors live at t will be dead by time t + 1 (seeFigure 2c).by exposure: a cell that has only one live neighbor, or none at all,at time t, will be dead at time t+ 1 (see Figure 2d).

a. b. c. d.

t:

t+1:

Figure 2: Examples for rules
Alternative de�nitionLet us now consider that the center cell belongs to the set of neighbors (i.e.that the neighborhood of a cell consists of nine cells). Let us denote by nthe number of live cells in this neighborhood. Then the rules of the gameare: 4



� n � 2: the cell dies,� n = 3: the cell lives,� n = 4: the cell stays in the same state,� n � 5: the cell dies.We can remark that Life can be considered as a two-dimensional cellularautomaton over the alphabet f0; 1g.De�nition 1 We call pattern a con�guration that contains only a �nitenumber of live cells.There can be many di�erent types of evolutions for a given pattern. Thepattern can turn into a stable con�guration (which does not change) after a�nite number of time steps, or its evolution can be dynamical. Some stablepatterns can be seen in Figure 3. In the patterns of the present paper, wefeature live cells by black bullets.
block pond ship eaterFigure 3: Stable patternsAmong patterns having dynamical evolution, we distinguish two cases:� a pattern can have a periodical behavior: it repeats itself with periodgreater than one. Then, either its whole evolution needs a boundedroom on the board (see an example in Figure 4), or it travels acrossthe plane like the glider shown in Figure 5.
t =  0 t =  1 t =  2 t =  3 t =  4Figure 4: The blinker: a 2-period con�guration� a pattern can grow without limit as, for instance, Gosper's gun (seeFigure 6) which emits a new glider every 30 generations (see Figure 7).5



t t = 1 t = 2 t = 3 t = 4 = 0Figure 5: The glider: a 4-period South-East moving con�guration

Figure 6: Gosper's gun
Other interesting patterns such as spaceships, guns etc can be found inliterature. Here, we only present con�gurations used to prove the computa-tional universality of the game.Let us now study pattern evolution in general. A natural question arises:Can one �nd an algorithm predicting the kind of evolution of a givenpattern?In [2], it is showed that even for the simple example of a straight lineof k live cells, the evolution seems unpredictable. The answer to the moregeneral question above is \no": the unpredictability of Life's evolutions is aconsequence of its Turing-universality.One can think about another natural question:Given a con�guration, does another con�guration exist that precedes intime the �rst one?The answer to this question is again \no": a con�guration without prede-cessor is called a Garden of Eden con�guration. There exist Garden of Edencon�gurations for life. One of them (shown in Figure 8) has been found byan M.I.T. group (R. Banks, M. Beeler, R. Schroeppel et al.)To prove the existence of such a Garden of Eden con�guration, we usethe general theory of cellular automata:
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Figure 7: Gosper's gun: the �rst glider (after 30 iterations)

Figure 8: A Garden of Eden pattern
Theorem 1 (Moore-Myhill [9, 10]) A cellular automaton is injective (one-to-one) on �nite con�gurations if and only if it is surjective (onto).We do not give here the proof of this theorem. It is based on a combi-natorial argument.Theorem 2 Life has a Garden of Eden con�guration. Equivalently, Life isnot surjective.Proof. Let us consider two �nite con�gurations; in the �rst one, every cell isdead, and in the second one, only one cell is alive. According to the rules ofthe game, the living cell will die at the next time step. Hence, two di�erent�nite con�gurations have the same image: the cellular automaton is notinjective on them. From Theorem 1, it is not surjective either: there existsa con�guration which cannot be reached. �Furthermore, as the set of �nite con�gurations is dense in the set of allcon�gurations for the product topology, one can prove the following: thereexists a �nite part of con�guration (beware that it is sometimes called apattern) that cannot be found in a con�guration after one iteration of life(see also Figure 8).For those readers who are interested in global properties of cellular au-tomaton, see the review paper [4]. 7



This study of Garden of Eden con�gurations for life was motivated bythe following notion (see [16, 3]):De�nition 2 (von Neumann) A cellular automaton is construction-universalfor a set of con�gurations A if and only if any con�guration of A is the imageof a con�guration.Remark that when no set is mentioned, the considered set of con�g-urations is the set of all con�gurations. In this case the construction-universality is equivalent to surjectivity.Corollary 1 (of Theorem 2) Life is not construction-universal.
3 Boolean circuits simulationThere is no theoretical problems in de�ning this notion: a device is universalfor boolean circuits if it can simulate any boolean circuit. Any reasonablede�nition of the notion of simulation is convenient for our purpose; bewarethat it will not be the case for Turing-universality and intrinsic universality.The construction imitating a \real" machine is described in details in [2].Here, we only present the ideas and patterns used to show Life's universalityfor Boolean circuits.3.1 Wires and pulsesIn a real machine, there are1. pulses of electricity,2. wires along which pulses of electricity go,3. a clock generating pulses at regular intervals,4. logical gates and, or and not,5. auxiliary storage registers, each of which will store an arbitrarily largenumber.In Life,1. pulses are represented by gliders,
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2. wires are represented by certain lines in the plane along which gliderstravel (because they travel diagonally, we turn the plane through 45�,so they move across, or up and down, the page in Figures 12, 13 and 14),3. the rule of the clock is played by a Glider Gun,4. patterns imitating logical gates are presented in Section 3.2.3.2 Logical gatesLet us explain now how logical gates can be simulated. As there are patterns(such as gliders or spaceships) crossing the plane, they can meet each other.Depending on their relative positions, many things can happen. Here, wepresent three reactions that will take part in the construction of the gates.Gliders' crash. When two gliders meet each other, they can have, forinstance, a vanishing reaction. Here, we only show one (the fastest) ofthe many possible ways to get such a reaction (see Figure 9) that wecall a crash.
t =  0 t =  1 t =  2 t =  3 t =  4Figure 9: Gliders crash

Glider meets eater. Two gliders can also give birth to an eater |de�nedin Figure 3. Then, an eater, as its name shows, can eat many otherpatterns. For instance, a glider is eaten in Figure 10.The kickback reaction. Another interesting reaction is the kickbackshown in Figure 11. A glider can meet another one in such a waythat one of them dies and the other one continues his way but in theopposite direction.With the help of these reactions, the logical gates not, and and or are con-structed as shown in Figures 12a, b and c, respectively. The crash reactionis featured with a grey hexagon. A and B are information: a glider (for 1)or nothing (for 0).
9



t =  0 t =  1 t =  2 t =  3

t =  4 t =  5 t =  6Figure 10: Glider is consummated by an eater

t =  0 t =  1 t =  2 t =  3 t =  4 t =  5 t =  6 t =  7 t =  8Figure 11: Kickback.
not gate. If A is a glider, then it has a crash reaction with a glider emittedby the gun and none of them survives. Hence, the result is nothing,that is, A.If A is nothing, then the glider emitted by the gun can continue itsway, hence the result is a glider, that is A.and gate. The result is a glider if and only if, after the second crash, thereis a glider continuing its way from B's direction: B has to be a gliderand nothing can arrive from the Gun's direction. It is possible if andonly if the glider emitted by the Gun is killed in a crash reaction by aglider: A has to be a glider ((A and B) = 1 () A = 1 and B = 1).If none of A and B is a glider, then the glider emitted by the Gun canwalk on the plane even in�nitely. An eater is placed after the secondcrash in order to avoid this problem.or gate. The result is not a glider if and only if, the glider emitted by thetop gun is killed by a glider coming from the direction of the bottomgun. It is possible if and only if this glider survives the two crash10



reactions, that is, if and only if neither A nor B is a glider ((A or B)= 0 () A = 0 and B = 0). For the same reason as above, an eateris placed at the issue of the �rst crash reaction.

b. c.a.

A

Gun

Gun

A and B

Eater

B

A

Gun

B

A

A or BGun

EaterA

A A

Figure 12: Logical gates not, and and orUnfortunately, there is a problem: (A and B) and (A or B) are parallel tothe input information A and B, while the not gate turns the informationthrough 90�.We have now to �nd a way to turn an information without comple-menting it, or, to complement it without turning it (the two problems areequivalent). We show how to realize the second operation.The not gate without turning information. The glider streams thatemerge from normal guns are so dense that they cannot collide without in-terfering with the following gliders. Before constructing a not gate withoutturning information, we show how to sparse a glider stream (see Figure 13).Two guns emit gliders in parallel paths but in opposite directions in sucha way that a glider walking perpendicularly to these paths has a kickbackreaction with gliders emitted by these guns. If the distance between thesepaths is n=2, then every nth glider is killed in both streams. Then, as shownin Figure 13, through these holes, every nth glider emitted by a third gun ina parallel path to the \walking" glider can cross without interacting. To getthe phasing right, n must be divisible by 4, but it can be arbitrarily largeand so we can make an arbitrarily thin stream.We suppose that the gun emits gliders every 120 generations (n = 4).Then, when making a kickback reaction with the �rst glider, it is kicked11



Gun

n/
2

Eater

Gun

n-1
n-1

GunFigure 13: Sparsing a glider stream
back, the second glider crashes into the �rst one, forming a block and thethird glider annihilates the block.Let us see now how to make copies and complement of an informationwithout turning it. See Figure 14.We suppose that an informationA is present every ten place (000000000A):A can be a glider (A = g) or nothing (A = 0). We consider that A is the�rst \emitted" information, followed by nine 0. When a stream 000000000Afeeds into an or gate with a stream being empty except at the second placewhere there is a glider g (00000000g0), the stream leaving the or gate isthe information A followed by a glider (00000000gA). Let us denote byX987654321 a stream of 10 gliders emitted by a gun (as described above),that we call a full stream. When the stream 00000000gA has a kickback re-action with a full stream, a copy of the information is reserved at the secondplace (00000000A0):� if A was a glider (A = g), it has a kickback reaction with the �rstglider of the full stream. As described above, gliders 1-3 of the fullstream are killed and X987654000 continues its way (as it is presentedunder the horizontal ash starting from the �rst crash reaction). Asthe second glider of the full stream is killed, A = g can continue itsway and the stream leaving the crash is 00000000g0: in Figure 14, thiscase is represented at the left-hand-side of the ash ascending fromthe �rst crash.� if A was not a glider (A = 0), the �rst glider of the full stream continuesits way, and gliders 2-4 are dead, killed by the glider arriving at the
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Figure 14: Copies and complement without turning information
second place: X987650001 continues its way (as it is presented on thehorizontal ash starting from the �rst crash reaction). Then, afterthe crash reaction, the result is a stream without any glider, that is,0000000000, as it is shown at the right-hand-side of the ash ascendingfrom the �rst crash.Using other crash reactions, we can reproduce another copy of A (crash-ing the stream :::654000/:::650001 to a stream with only one glider at the �rstplace 000000000g) or the complement ofA (crashing the stream :::654000/:::650000to a stream with only one glider at the fourth place 000000g000), as shownin the �gure.3.3 The circuitNow let us organize all these devices to obtain a boolean circuit. First weuse wires but we also need that the pertinent information arrive at the sametime on the input of the boolean circuit. Thus we need to introduce delayswhich is not di�cult by turning the wires (see Figure 15).Thus we obtain a circuit. It is enough for our simulation and we can saythat Life is universal for boolean circuits.Now remark that because of the small period of the glider guns, only
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Figure 15: Delays
some information received at the end of the circuit is pertinent: the outputsat times corresponding to the traversal length of the circuit. This is nota problem in our case: we can ignore them! It becomes a serious problemfor Turing-universality since in this case a 2 Registers Machine is simulated:these parasitic outputs can induce some extra modi�cations on registers.In order to avoid these parasitic outputs, it is su�cient to increase theperiod of the glider guns and to adjust this period to the traversal lengthof the circuit. Alas this transformation by itself increases traversal lengthof the circuit because these new glider guns are much larger. Furthermore,in Conway's construction the size of such glider guns is proportional to theperiod (see Figure 13). In this particular point lies the error of Conway'sconstruction | as far as we understood it.This problem can be solved by 3 methods. The �rst one and the mostgeneral would be to �nd an in�nite family of recursively de�ned glider gunsso that their size is little \o" of their period. We were told that this con-struction exists but could not get any reference of it. If some reader hassome information about on such a family, we would be glad if he could passit onto us. With the help of this family, it would be possible to use gliderguns of period larger than the traversal length of the circuit, hence correctthe original proof.The second method is to remark that there exists a small universal 2 Reg-isters Machine machine and that it is su�cient to simulate it (and not any2 Registers Machine). In this case, we think that among all known gliderguns (many of them can be found on the WEB), one can �nd an adequateglider gun for using in this universal 2 Registers Machine simulation. Weagree that this does not constitute a formal proof!
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The last method that we propose is to use intrinsic universality of Sec-tion 5 because, in this case, this problem of modifying a register does notarise; thus, it is not needed to suppress parasitic outputs. The simulationcan be realized using a �xed period glider gun. The period of this gunshould not be too small not to create jams in logical gates, but it is the onlyconstraint that should be observed | we can use a large gun.
4 Turing universality4.1 De�nition and discussionLet us �rst explain why a precise de�nition of a \Turing-universal cellularautomaton" is needed. In the case of standard computation models (e.g.Turing machines) an input word is transformed into an initial con�gurationwhich is a �nite object. In that case, the natural requirement is that thistransformation is recursive. In the case of a cellular automaton, the initialcon�guration is in�nite and the cellular automaton acts on the whole con�g-uration hence we have to explain what kinds of transformations from �nitewords to in�nite (initial) con�gurations are allowed. The standard restric-tion to recursive transformations is not meaningful since this transformationmaps a word onto an in�nite object.Recall that in order to de�ne completely the computation model associ-ated to a cellular automaton, we need to de�ne� the already mentioned transformation from a word to an initial con-�guration (the encoding),� the halting condition,� the decoding, i.e. the transformation forms the con�guration to theoutput word. (As often, this is not a problematic point).The �rst idea is to de�ne the encoding as a transformation from wordsto �nite con�gurations of the cellular automaton i.e. to almost everywherequiescent con�gurations). The �rst problem is that all cellular automata donot have quiescent states; second and more important: in many simulationsa periodic media |i.e. a periodic background con�guration| is needed atin�nity.Thus the second idea is to transform an input word w into a programof a total recursive function fw that de�nes the initial con�guration. This
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total recursive function would map the set of cells to the states. Unfortu-nately, this elegant de�nition is not convenient for us: consider the followingencoding function:
fw(x) =

8>><>>:
0 if x � 0;wi if 1 � x � jwj;0 if x = jwj+ k where k 2 N ; and not U(w; k);1 if x = jwj+ k where k 2 N ; and U(w; k):where U(w; k) is true if and only if the universal Turing machine halts onthe input word w in exactly k steps. The mapping w 7! fw is recursive butif we accept this encoding it contains in itself all the \computation" of themodel and in this case, a trivial cellular automaton as the shift is universal.This is not acceptable thus our de�nition should be more restrictive.We propose to consider the following de�nition of acceptable encodings.Such an encoding should map a word w onto an almost everywhere periodiccon�guration. A periodic con�guration is formed by the repetition of a�nite pattern under the \natural" transformations of the space of cells. Forinstance in 3D the con�guration should be the repetition of a cube i.e.invariant under 3 independent translations. The non-periodic part of theinitial con�guration should be obtained recursively from w (and thus itssize is bounded by a recursive function of w).We are not sure that this de�nition is the most general. But all thesimulations we met in the literature �t these requirements.Concerning the halting condition, the �rst idea is that a \special" stateshould appear somewhere in the con�guration (see [7]). This is not goodbecause a new specially dedicated state should be used. For instance in Lifethe halting condition is di�erent. We could also ask that the dynamics of thecellular automaton becomes stable (i.e. enters a time-periodic loop). Thisde�nition seems too restrictive as it excludes the billiard models (see [15]).We propose a more general notion: the halting condition is a total recursivefunction from the non-periodic part of the current con�guration to the pairfhalt; continueg.It is natural to consider each iteration of the considered cellular automa-ton as a computation step.In this context, the requirements for the decoding function are also nat-ural: this function should take into account the non-periodic part of thecurrent con�guration, and map it recursively to a word.
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4.2 Construction of a two Register MachineIn order to de�ne a pattern imitating a real machine, in addition to thedevices constructed for boolean circuit's simulation, we also need some aux-iliary storage units. In [2], Conway chooses to simulate 2-Registers Machines(2RM for short) that are Turing-universal [8]. The construction of registers|and operations on them| are also described. In brief, a block is used torepresent a static piece of information, two gliders are used to pull a blockback three diagonal places and ten gliders are used to move up a block justone diagonal place. The precise construction is very complex.
5 Intrinsic universality5.1 De�nitions and discussionAlthough the intuitive notion of simulation between cellular automata isbroadly used, it does not always correspond to the same de�nition. Forinstance, in some cases the number of steps used to simulate one step ofthe considered cellular automaton may vary. Another di�erence is thatsometimes it is not the same function that is used to encode and decode thecon�gurations.We present below a rather strict de�nition of this intuitive notion in-spired by the notion of simulation in [14]. We do not know what is the mostgeneral de�nition that could be accepted.De�nition 3 Let A be a cellular automaton and CA the set of its con�gu-rations. Let B be a cellular automaton and CB the set of its con�gurations.We say that B simulates A, if there exist a one-to-one (injective) applicationf : CA ! CB UL-de�ned (see below) and a constant T in N such that forall c in CA f(A(c)) = BT (f(c)):T is the simulation time factor, that is, the time which is necessary for Bto simulate one iteration of A. It depends on f but not on c. f is called theencoding function; \f is UL-de�ned" means that f is de�ned uniformly andlocally. This notion is not completely de�ned here because our aim is thatit is true on any space on which we could imagine a de�nition of cellularautomaton. This notion depends on the de�nition of cellular automaton weuse. In the simple case of 2D cellular automaton, f is UL-de�ned means thatit commutes with 2 independent shifts. This de�nition can be illustrated bythe following diagram: 17



c f�! f(c)Awwww� wwww�BTA(c) f�! BT (f(c))Remark that if we endow \naturally" CA and CB with the product topol-ogy, f is a continuous function that is invariant under n independent shiftswhere n is the dimension of the space. From [6, 12] we deduce that, basi-cally, f is a cellular automaton with, in addition, the possibility to take intoaccount a �nite information concerning the position of the cell. This �niteinformation must be periodically distributed on the space.The di�erences between our de�nition and the de�nition of [14] is thatwe add the requirement that f is UL-de�ned. Our goal is to make de�nitionof simulation compatible with Turing universality: if a cellular automaton Ais simulated by a Turing-universal cellular automaton B, then A is universaland conversely.But, this de�nition does not cover all simulations. In [13] the problemof simulating cellular automata with only one-way communication betweencells has been studied: \given a Cayley graph, can all bidirectional cellularautomata be simulated by a one-way cellular automaton on this graph?".Sometimes, such a simulation is possible, but after the simulation of eachiteration of the bidirectional cellular automaton, the obtained con�gurationis shifted in the one-way cellular automaton.Beware that a strict interpretation of the term \intrinsic universality"would mean that we simulate any other cellular automaton de�ned on the2D grid, but not on an hexagonal lattice. Our result is a little stronger sincewe simulate any 2D cellular automaton. It is stronger because any cellularautomaton |e.g. on a hexagonal lattice| can be simulated by a 2D cellularautomaton (and even with Von Neumann neighborhood). This is also truefor any \regular" lattice of the plane, as proved in [14].5.2 Our constructionWe recall that one can de�ne patterns imitating� pulses and� logical gates.As the not gate can be imitated with and without turning information, onecan also turn information as often as one wishes. Hence,18



� wires of arbitrary length can be constructed.Let us consider any 2D cellular automaton A and let us de�ne �rst ourencoding function f . In the context of our de�nition, the cellular automatonB is Life. We shall explain what is the simulation time T at the end of thissection.Let us �rst consider the local transition rule of A that we call �. If weencode states (for instance in binary) by words on the alphabet f0; 1g, � canbe seen as a boolean function. We saw in Section 3 that we can simulate withour cellular automaton any boolean function via the simulation of wires,logic gates, crossovers, fanouts, delays, etc. Thus we can construct thecircuit corresponding with � in a rectangle (see Figure 16).
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a. b.Figure 16: The simulation of �The idea of our simulation is to transform each cell into large squarescontaining this rectangle and the neighborhood connections between cells(see Figure 18). For simulating 1D cellular automata, we obtain the simpleFigure 17 (output arrows represent copies of the same information).
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Figure 17: Simulation of 1D cellular automataThe state of each cell is naturally encoded by the corresponding word(in binary) on the output wires of the associated rectangle.19



...... f f

f f f

......

f f f

......

......f

Figure 18: The general scheme
Now, let us examine the problem of connections between the cells. Aneighborhood connection should be represented by a bunch of wires startingfrom the output of the rectangle associated with one cell to the input of therectangle associated with the other one.A synchronization is needed between all these wires to ensure that theinformations arrive simultaneously from all neighbors. It is straightforwardusing delays de�ned in Section 3.Theorem 3 For all neighborhood there exist a su�ciently large size of squaresuch that the simulation is possible, i.e. such that it is possible to draw allneeded wires, delays, and crossover between cells.Proof. The idea of the proof is that we can zoom the general scheme ofcomputations in order to introduce those necessary delays.First, let us consider the general scheme of the construction in whichwires are represented by curves (see Figure 18).It is not di�cult to see that we can embed this scheme into a con�g-uration of our cellular automaton; the only problem is how to solve thesynchronization constraints. We propose the following procedure:� compute the length of all input wires,� consider the largest di�erence between these lengths. Let n be such adi�erence.
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Then we need a square of size O(pn). If we have no space to put thenecessary delay, we know that there exist a scale factor M such that we caninclude in our scheme the necessary delays making a �M zooming because,by making this zooming, the delay that we introduce is proportional to M2,while the needed delay n grows linearly in M .Let us now continue the procedure:� zoom �M , and put the needed even delays in the rectangle.� if a delay is odd: move that cell of one unit, such that the correspond-ing delay becomes even.To avoid the problem that the signals must arrive separated to thecrossovers, we introduce a delay before one of the inputs and another oneafter the other output and then zoom again accordingly.The time T of the simulation is obtained by these successive zoomings.�
6 Open problemsThe de�nition of simulation between cellular automata presented in Sec-tion 3 is maybe not the most general one. We think that this notion isworth studying.Another problematic is to �nd the smallest Turing-universal or intrinsi-cally universal cellular automaton: it is interesting to know whether smallcellular automata can be universal in order to construct them with very el-ementary natural devices and observe complicated behaviors. Contrarily toTuring Machines, cellular automata are canonically de�ned: no problem toknow whether heads of Turing machines could be allowed to stay or just goleft or right, no problem of semi-in�nite or bi-in�nite tape, no problem toknow whether the initial state can or cannot be used after the �rst step : : :This problem of �nding the smallest universal cellular automata is muchmore interesting than for Turing Machines.Even if it is conjectured that 2 states and 3 neighbors are su�cient(see [17]), for Turing universality, the smallest universal cellular automatonthat we know (both Turing and intrinsic universalities) is presented in [5].
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