THE JOURNAL OF SyMBOLIC LoGic
Volume 00, Number 0. XXX 0000

IMPLICATION WITH POSSIBLE EXCEPTIONS
HERMAN JURJUS AND HARRIE DE SWART

Abstract. We introduce an implication-with-possible-exceptions and define validity of rules-with-
possible-exceptions by means of the topological notion of a full subset. Our implication-with-possible-
exceptions characterises the preferential consequence relation as axiomatized by Kraus, Lehmann and
Magidor [Kraus, Lehmann, and Magidor, 1990]. The resulting inference relation is non-monotonic. On
the other hand. modus ponens and the rule of monotony, as well as all other laws of classical propositional
logic, are valid-up-to-possible exceptions. As a consequence. the rules of classical propositional logic do
not determine the meaning of deducibility and inference as implication-without-exceptions.

80. Introduction. Although non-monotonic logic arose as a subdiscipline of ar-
tificial intelligence, the potential of the subject for the field of formal logic should
not be underestimated, as non-monotony is connected with the most important
difficulties in formalizing practical reasoning. Practical reasoning seems to be gov-
erned by general principles that function as rules-with-possible-exceptions. Hence,
mathematical axioms, when interpreted in the usual way, will not suffice to describe
the underlying calculus.

In this paper, the expressive power of the language used to formulate principles
of reasoning has been extended to enable the interpretation of formal axioms as
valid-up-to-possible-exceptions. The core of the system is the notion of a full sub-
set, a topological generalization of intuitions stemming from Euclidean geometry
(a subject that preceded Aristotelean logic). This notion gives rise to a topological
semantics of defeasible implication in a natural way. A sound and complete axiom-
atization is established, relying for the proof on a result of [Kraus, Lehmann, and
Magidor, 1990] (in fact, we find the same axiom system).

The notion of a full subset is used to define semantics of nested implicational
statements. This semantics is associated with two issues. In the first place, we
think of an imaginary person that handles (some) rules of inference as rules-with-
possible-exceptions. With the semantics defined in this paper, the person turns out to
obey-up-to-possible-exceptions every law of classical propositional logic, including
modus ponens and the rule of monotony. Thus, it is shown that it is possible for a
nonmonotonic formalism to obey-up-to-possible-exceptions the rule of monotony.
A much more interesting conclusion is that the rules of classical propositional logic
do apparently not determine the usual interpretation of implication (and inference)
as implication-without-exceptions.

Received July 6, 1999.

© 0000, Association for Symbolic Logic
0022-4812/00/0000-0000/$1.00



2 HERMAN JURJUS AND HARRIE DE SWART

In the second place, the formalism can be seen as extending classical propositional
logic with a binary connective denoting “defeasible implication”. Seen in this way,
the non-monotony of the inference relation has nothing to do with “non-deductive
reasoning” or “jumping to conclusions”, but is a necessary consequence of the pres-
ence of a defeasible conditional in the language; correct, deductive reasoning from
defeasible premisses is non-monotonic. (More provocatively: correct, deductive
reasoning in general is non-monotonic.)

In the literature on non-monotonic logic, non-monotonic formalisms are usually
thought of as models of certain types of human reasoning that deviate rather
drastically from correct reasoning, but that are remarkably efficient and useful for
certain practical purposes. Non-monotonic formalisms, then, are acknowledged to
be models of incorrect reasoning. One of the primary motivations for this paper
is to take non-monotony more seriously. This can be done in several ways. One
possibility is to point out some blind spots of classical logic, formalize the neglected
phenomena, and find out that the resulting formalism is non-monotonic. After all,
classical logic (say, first order predicate logic) does in fact neglect some phenomena
typical for human reasoning that could hardly be called irrational or incorrect and
some of these phenomena would lead to non-monotonic formalisms.

Another possibility, not necessarily incompatible with the former, is to realize
that a formal system, such as predicate logic, is best seen as a mathematical model
(of something that we have called a type of reasoning). But a model is like a
caricature, emphasizing certain aspects, neglecting others. And it is not uncommon
for an object to have two different models. This leads us to the first main point
of departure of this paper: we want to view both classical logic and non-monotonic
logic as caricatures of the same type of reasoning. Consequently, we will restrict our
attention to those forms of non-monotony that are compatible with this point of
view.

The type of non-monotony that we want to study is best illustrated by the fol-
lowing example. John is always home at 6 o’clock, it’s 6 o’clock now, and John is not
home (now).

What conclusions can be drawn from this combination of assumptions?

Let us rephrase “John is always home at 6 o’clock™ as “if it is 6 o’clock, then John
is home.” Then the assumptions may be written as p — ¢, p, ~¢q, where p denotes
“it is 6 o’clock now” and ¢ denotes “John is home now.”

If we interpret implication (“—”) as implication-without-possible-exceptions,
as is usual in mathematics, this set of assumptions is contradictory, and we may
conclude anything from it, including “I am the emperor of China,” as well as “John
is home now.” However, in everyday life, we would usually take into account the
possible failure of “John is always home at 6 o’clock™ in exceptional cases. Hence, we
would not consider “John is home now” to be a sensible conclusion to those three
assumptions. In particular, the combination of assumptions is not inconsistent.
Symbolically represented, classical logic accepts the following argument:

pP—4.p.79q
pP—4q7p
q —q
4
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However, with a less pedantic interpretation of implication as well as inference, we
could accept

P —4q7p P —4q.pD.9q

as valid, but not

(which shows that the resulting inference relation would be non-monotonic), nor
r—4p-4q (since “—” amounts to implication-with-possible-exceptions).

In Sections 2 and 3, we will present mathematical definitions of implication-with-
possible-exceptions and of an inference relation that behave as indicated.

If we say that implication as used in everyday reasoning rarely amounts to
implication-without-possible-exceptions, it is important to understand that this
is not a linguistic issue. Although it is also true that conditional sentences as used in
natural language may allow exceptions, we consider implication to be an instrument
used by humans to organize or represent knowledge in their mind, without the help
of natural language. It just happens not to be an essential aspect of implication
that it cannot have exceptions. On the contrary, implication signifies the existence
of a rule. But rules may have exceptions and nevertheless be valid. Hence, in
this paper, we will take the position that it is natural to interpret implication as
implication-as-a-rule-with-possible-exceptions. We will defend this viewpoint, not
by argumentation leading to a conclusion, but by investigating its mathematical
consequences and possibilities.

We want to study non-monotonic logic as a subdiscipline of logic, using math-
ematical methods. There is reason to doubt, however, whether the mathematical
methods typically used in logic will suffice. The activity, at present, in the field of
non-monotonic reasoning can roughly be divided into two sectors. The first sector
consists of proposals for concrete prescriptions, usually stemming from an attempt
to simulate human reasoning processes. Most of them either use probabilistic con-
siderations (e.g., [Adams, 1975], [Bacchus, 1990]; see also [Geffner, 1992]). try
to model reasoning-by-lack-of-information (e.g., default logic and auto-epistemic
logic, see [Brewka, 1991]), or involve some minimalization of possible models, mini-
mizing, for example, the collection of unexplained exceptions to rules or unexpected
changes in a changing domain (e.g.. circumscription, see [Brewka, 1991]). Since
most of these “concrete” approaches were designed with a number of concrete ex-
amples in mind, they typically lack generality. The general tendency in this sector
is towards more and more complicated machinery (for example, [Abdallah, 1995],
715 pages).

The second sector consists of more axiomatic approaches, in which it is asked what
properties some reasonable system should or may have (e.g.. [Kraus, Lehmann, and
Magidor, 1990]. [Flach, 1995], but we can also consider [Alchourron, Géardenfors,
and Makinson, June 1985] to be in this sector). These approaches mimic clas-
sical logic in that completeness results are used to establish connections between
semantical constructions and axiom systems. Since we aim at a logical, non-adhoc
approach, it will be clear that it is this sector that will be of interest to us. But the
approaches in this sector have problems analogous to those in the first sector. Most
proposed axiom systems seem either too weak or too strong. Which brings us to
another main issue with which we began our inquiry: why is it so difficult to find a
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convincing formal treatment of these types of reasoning, while, at the same time,
humans seem to handle them so easily?

Our answer will essentially be to indicate a lack of expressive power of the math-
ematical modelling methods used in most approaches, in particular, the way in
which rules of inference are interpreted. It is in this context that one may ask,
what would happen if we interpret rules of inference, being implicational statements,
as rules-with-possible-exceptions? This paper is, by and large, an attempt to provide
mathematical methods by which this (latter) question may be investigated.

In Section 2, we will present a topological interpretation of implication-with-
possible-exceptions, inspired by geometrical intuitions. This semantic construction
is not intended to bear direct resemblance to any intuitive interpretation of natural
implication, it serves as basic material for the rest of the paper. The simplest way
to use this definition in a caricature of practical reasoning, however, turns out to be
equivalent to the well-known approaches of Shoham or Kraus et al. (see [Shoham,
1988] and [Kraus, Lehmann, and Magidor, 1990]). involving partially ordered sets
of possible worlds.

In Section 3, the same topological notion will be used to interpret inference.
This allows us to talk about rules of inference (that is, laws of logic) as rules-with-
possible-exceptions. It is then established that, in at least one natural extension
of the simple system of Section 2, each of the laws of classical logic is valid-as-
a-rule, including the rule of monotony. The system, however, is non-monotonic
from a mathematical point of view (since the rule of monotony has exceptions).
In [Jurjus, 1997, Chapter 4], the topological notion of Section 2 is also used to
interpret universal quantification.

§1. Preliminaries. Below we treat some well-known definitions from the theory
of Boolean algebras and from topology. More information can be found in any
textbook on these subjects, for example in [Abbott, 1969] and [Gaal, 1964], respec-
tively.

DEFINITION 1.1. Let X be a set. A partial ordering (on X ) is a binary relation <
satisfying:

i) forallpe X : p<p,
i) if pg.re X.p<gandg <r.then p <r,
iii) if p,g € X, p < gand ¢q < p, then p = q.

DEFINITION 1.2. A Boolean algebra is a structure (B, <, A, V,—, L, T), where B is
a set, <is a partial ordering on B, A and V are binary operations on B, — is a unary
operation on B, and | and T are elements of B, such that

i) foralla.b,c€ B:a<bAc(only)ifa<banda <c,
i) foralla.b.c(c¢ B) :aVvb <c (only)ifa <candb <c,
iii) foralla,b,c:ifbAa <candb A (—a)<c,thenb < c,
iv) foralla,b,c :ifa < banda < —b,thena <c,

)

iv
v) foralla : L <aganda <T.

ExaMPLE 1.3. If X is a set, then (Z(X).C.N. U, .. 0, X) is a Boolean algebra.
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Instead of “the Boolean algebra (B.<,A.V.—. L. T)”, we will typically write
“the Boolean algebra (B, <)” or “the Boolean algebra B”, if there is no danger of
confusion.

DEFINITION 1.4. Let By and B, be Boolean algebras (we will write <q, <5, A1, A»
,etc.). A Boolean translation from B; to B, is a map ¢ : B; — B, satisfying:

i) forall a,b € By such thata <; b : ¢(a) <5 ¢(b).
ii) foralla.b € By : ¢p(a A1 b) = ¢(a) Ay (D).
iii) foralla,b € By : ¢p(a V1 b) = ¢(a) V2 ¢(b),
iv) foralla € By : ¢(—1(a)) = ~(¢(a)).

Typical associations and notations. If B is a Boolean algebra, X is a set and
¢ : B — P(X) is a Boolean translation, then the elements of B are sometimes
thought of as sentences or propositions. The elements of X are typically called
possible worlds. 1f a € B and w € X, we say that

wE(xg) @ (“a is true in world w™)

whenever w € ¢(a). This is sometimes abbreviated to w =x a, w =4 a or even to
w = a, if there is no danger of confusion. Hence, for all a € B,

¢pla) ={weX | wia}

“the set of all possible worlds in which « is true”. For this reason, ¢(a) is sometimes
called the extension of the proposition a. Furthermore, if ¢ and b are elements of
B, we say

aFixg) b

whenever ¢(a) C ¢(b). Thisis sometimes abbreviatedtoa =y b.a =4 bora = b.

Note that with these notations, the properties 1), ii), iii) and iv) in Definition 1.4
amount to:

i) foralla,b € B: ifa <b,thena =y b,

ii) foralla.b € B,w € X: wEaAb (only) ifw E=aandw E b,

iii) foralla,b € B,w € X: wlEaVb (only)ifw|aorw b,

iv) foralla € B,w € X: w = —a (only) if w ¥ a.

DEerINITION 1.5. Let X be a set. A topology on X is a collection 7 of subsets of X
satisfying:
i) Xer,0er,
ii) Ifaandb €7, thenanb e,
iii) If a; € tforalli € I, then U;¢c;a; € .
“Let (X. 1) be a topological space” means: let 7 be a topology on X. Sometimes
we just say “let X be a topological space”. a C X is called an open subset of X
whenever a € 7.

In this paper, variable names like O, O’, Oy, etc. are used exclusively for open
sets. In addition, we will skip the word “open” as much as possible.

DEerINITION 1.6. A space X is called a Hausdorff space whenever for every p, g €
X such that ¢ # p there exist 0,, O, C X suchthat p € 0,,9 € O,and 0,N 0O, =
0.
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ExaMPLE 1.7. If X is a set, then 22(X), the collection of all subsets of X, is a
topology on X, called the discrete topology. The collection {(J, X'} is also a topology
on X, called the trivial topology. Any set equipped with the discrete topology is a
Hausdorff space. A set equipped with the trivial topology is not a Hausdorff space,
unless the underlying set is empty or contains only one element.

ExampLE 1.8. The Euclidean plane, R?, is standardly assumed to be equipped
with the Euclidean topology. defined as follows: O C R? is open whenever for all
p € O there is a circular-disc-without-boundary contained in O and containing p.
Hence, circular-discs-without-boundary are open, all unions of such sets are open

and every open set is a union of such sets. That is, the open sets of the Euclidean
plane are precisely the unions of circular-discs-without-boundary.

ExamPLE 1.9. Likewise, R is canonically equipped with the topology consisting
of all unions of open intervals.

Intuitively, a topology on a set X is a device that describes how the points of X
are geometrically “glued together”. Typically there exists more than one topology
on every set, corresponding to different ways of glueing the points. Not all topo-
logical spaces are equally convincing as carriers of some geometrical intuition. For
example, topologies on finite spaces are typically difficult to interpret geometrically.
Such spaces are sometimes called “pathological spaces” (a notion that does not
have a precise definition).

DErFINITION 1.10. If (X, 7) is a topological space and @ C X, then a inherits a
topology from X, called the induced topology (on a):

7, :={0nNa | Ocr}

This amounts to » C a being open in a (only) if there is some O, open in X, such
that b = O Na. (Again, it is easy to check that this defines a topology on a.)

For example, the interval (1/2, 1]is not open in R, but it is open in [0, 1].
It is custom to generalize this definition, by calling any » C X open in ¢« whenever
bNaisopenina.

§2. Full subsets.

DerFINITION 2.1. Let X be a topological space, and let a be a subset of X. We say
that a is full (in X) whenever every nonempty open O contains a nonempty open
O’ (openin X) with O’ C a.

ExaMpLE 2.2. If E denotes the Euclidean plane, and Z a line iniit, then E\Z (= #¢)
is full in £ (“almost all elements of E are elements of E\/.”)
The following picture might suffice to see this:
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DEerFINITION 2.3. Given a topological space X and a, b C X, we say that b is full in
a (written as “a — b”) whenever a N b is a full subset of a-with-induced-topology.

“a — b” is considered to be a possible interpretation of the phrase “almost all
elements of a are also in b”.

PROPOSITION 2.4. If X is a topological space and a,b C X, then a — b (only) if
every O (open in X ) such that O N a # () contains an O’ such that O' N a # O and
O’ Na C b. (Provable by elementary check.)

ExampPLE 2.5. If E denotes the Euclidean plane, and # some line in it, then /¢ is
full in E(E — #¢) but notin Z (# -» #¢). After all, almost all elements of E are
in E\7. But of the elements of #, not even a single one is in E\/. If a C b, then
a — b; but not conversely: £ — /¢, while not E C /°.

The notion of “b is full in ¢”, written as “a — b” could be seen as a topological
notion capturing the intuition of inclusion-up-to-possible-exceptions. It has very
nice properties. The example above shows that it is non-monotonic: £ — /¢ in E,
but EN/ -» /¢ in E: hence, a — b does, in general, not imply ¢ N ¢ — b.

DEFINITION 2.6. Let (B. <) be a Boolean algebra. A binary relation, K, on
B is called a preferential consequence relation (on B) (see [Kraus, Lehmann, and
Magidor, 1990]) whenever

(P1) foralla € B, alva,

(P2) foralla,b,c € B, ifalb and b < ¢, then afe,

(P3) foralla,b,c € B, ifafb and a A bhec, then abec,

(P4) foralla,b,c € B, ifafb and abec, then a A bpec,

(P5) foralla,b,c € B, ifaf~c and bpvc, then a V bpvc.

THEOREM 2.7. Let X be a topological space. The relation — on P(X) is a prefer-
ential consequence relation on (#(X), C).

Proor. (P1) is trivial. (P2) is a direct consequence of the fact that for all a. if a
isfullin X anda C a’ C X, thena’isfullin X.

(P3) Suppose that @ — b and a N'b — ¢. For every O such that O Na # 0, let
O’ C Obesuchthat O'Na # Pand O'Na Cb. Then O'N(anNb) # 0. Let
0" C O'besuchthat 0" N(anb)#Pand O"N(anb) Cc. Then 0" Na # 0
and 0" Na C O0"N(anb) Cc. Hence, a — c.

(P4) Suppose that @ — b and @ — c. For every O such that O NaNb # 0,
let O’ C O be such that O' Na # P and O’ Na C b. Let O C O’ be such that
O"Na+#0and 0"Na C c. Then 0" N(anb) = 0"Na # Pand 0" N(anb) C c.
Hence,anb — c.

(P5) Suppose that ¢ — ¢ and b — ¢. Suppose that O N (a U b) # (. Say
ONa#0. Let O’ C Obesuchthat O'Na # and O’ Na C c. IfO'Nb = (), then
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O'N(aub) #Band O'N(aUb) C c. IfO'Nb # (), then let 0" C O’ be such that
0"Nb#Pand 0" Nb Cc. Then 0" N(aUb) #0,and 0" Na C O'Na Cec,
hence O N (a Ub) C c. Hence,a Ub — c. H

DEFINITION 2.8. Let B be a finite Boolean algebra. A topological model (of B) is
a pair (X, ¢), where

i) X is a topological space,

i) ¢ : B — 2(X)is a Boolean translation.
(The elements of X are nicknamed “possible worlds”, and for all @ € B, ¢(a) is the
set of all possible worlds in which « is said to be true.)

For a,b € B, we will say “a — b is true in (X, ¢)” whenever ¢(a) — ¢(b) in the
topological space X, that is: almost all possible worlds in X that satisfy a do also
satisfy b.

EXAMPLE 2.9. Let B be the free Boolean algebra generated by two (distinct) basic
formulas, ¢ and b. Then there exist topological models of B in which ¢ — b is true,
but (@ A =b) — b is not.

Proor. If E is the Euclidean plane and # a line in E, then there is one and only
one Boolean translation ¢ : B — Z(E) such that ¢(a) = E and ¢(b) = E\7. In
the topological model (E, ¢), a — b is true (since E — #¢), while (a A =b) — b is
not: E N/ -» /¢, since / is not empty. -

We could think of the formulas @ and b as signifying the sentences “x is a bird”
and “x can fly”, respectively. Then the elements of X should rather be thought of
as possible instances that x could refer to. It is not claimed, of course, that the set
of all birds bears any resemblance with the Euclidean plane, but that the relation
between birds and birds that cannot fly could be thought to resemble the relation
between £ and /. Note that, for this reading of a and b, the topological model
above shows that the statement “if x is a bird, then it can fly” does not imply “if x is
a bird and x cannot fly, then x can fly”. According to classical logic, however (that
is, interpreting implication as implication-without-exceptions), this latter statement
is a necessary consequence of the former. In this way, certain combinations of
sentences considered inconsistent when using the more usual interpretation of im-
plication are nevertheless representable using topological models. We will call them
“topologically representable” or even “topologically consistent™.

Now it is time for a complete characterization of all topologically representable
situations, or equivalently, for a complete axiomatization of topological models.
Below we will prove the completeness theorem, saying that (P1) — (P5) is a complete
set of axioms for the relation “—” in topological models.

DErFINITION 2.10. Let (X, <) be a partial ordering and a.b € X. An element
X € a is minimal in @ whenever there is no y € a such that y < x except x itself.
We will use a~_b to denote : every element of @ that is minimal in « is an element
of b. N

If we think of the elements of X as possible worlds, the partial ordering is
supposed to describe a “normality” ordering on the possible worlds, or a preference
of some possible worlds over others. For x;, x; € X, x; < xpistoberead as “xjisa
more normal world than x,” or ”x is preferred over x,”. Then af~_b amounts to:
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“of all the worlds in a. at least the most normal (preferred) ones arein 5”. It is easy
to see, that for every finite partial ordering (X, <), the relation (~_ is a preferential
consequence relation on the Boolean algebra (2 (X), C).

TueorEM 2.11 (Kraus, Lehmann, Magidor 1990). Let B be a finite Boolean al-
gebra, and I~ a preferential consequence relation on B. Then there is a finite partially
ordered set (X, <) and a Boolean translation ¢ : B — P(X) such that foralla,b € B,

apeb (only) if p(a) - 4(b).
For the proof, the reader is referred to [Kraus, Lehmann, and Magidor, 1990].

We are now ready to prove a similar theorem concerning topological models. The
completeness result will be an easy corollary of the following theorem.

THEOREM 2.12. For every partial ordering, < , on a finite set X there is at least one
topology on X such that. for all a,b € X, at_b (only) if a — b.

PrOOF. Let (X, <) be a partial ordering. Define r := {v C X |if p € v and
g < p then ¢ € v}. This is a topology on X. For every p € X, let O, denote
{g € X | q < p}. Supposethata — b. If p is minimal in a. then O, Na = {p}.
Since a — b is true, there is an O’ C O, such that O’ Na # ) and O’ Na C b.
Hence. O’ Na = {p} and p € b. Hence apv_b. On the other hand, suppose that
abo_b. Let O be such that O Na # 0. Say p € a and p € O. Since X is finite,
there is a ¢ that is minimal in a such that ¢ < p. Forsuch¢ : O, C O, C O and
g € b (since a ~< b). Hence, O, € 0. 0, Na ={q} # 0.and O, Na C b. Hence
a — b. Hence, foralla,b € X, a — b (only) if apjv_b. 5

COROLLARY 2.13 (Completeness Theorem). Let B be a finite Boolean algebra, and
b a preferential consequence relation on B. Then there is a (finite) topological space
X and a Boolean translation ¢ : B — P(X) such that for all a,b € B, afb (only) if
o(a) — ¢(b). (This is an immediate consequence of the two theorems above.)

3 il

This theorem characterizes the relation “—” in topological models of finite
Boolean algebras, thus settling the task of characterizing the “topologically rep-

resentable situations” as meant above.

DEFINITION 2.14. i) Let (X, <) be a partial ordering. A subset ¢ C X is called
smooth whenever for all x € a, there is a minimal element x’ of @ such that x’ < x.

ii) Let B be a Boolean algebra. A preferential model (of B) is a triple (X, <, @)
such that:

(X, <) is a partial ordering,
¢ is a Boolean translation B — %#(X),
for every a € B, ¢(a) is smooth in (X, <).

In comparison to preferential semantics, our topological presentation enables us
to state and prove insights that would otherwise be hard to achieve (for example,
the three Lemmas below, or Theorems 8.1, 8.3 and 8.7 in [Jurjus, 1997]). Moreover,
as shown in the same [Jurjus, 1997], the class of topological models is strictly larger
than the class of preferential models. Note further that although Theorem 2.13 is
restricted to finite Boolean algebras, it is not difficult to extend the result to infinite
Boolean algebras, using Definition 2.14, and an analogous completeness theorem
in [Kraus, Lehmann, and Magidor, 1990]. See also [Jurjus, 1997].
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The three lemmas below are, in the first place, technically useful results. They do
not seem to have a direct equivalent in preferential semantics.

LeEMMA 2.15 (“the open-lemma”). For all a,b,c C X, a — b impliesanc — b
if ¢ is open (either in X or in a).

PrOOF. If @ — b and ¢ is open (either in X or in a), then for every O such that
(ONc)Na # 0, thereisan O’ C (ONc) such that O’ Na # P and O'Na C b.
Then O'N(anc)=0"Na#0Pand O'N(anc)Ch. Hence.aNc — b. 4

LemMMA 2.16 (“the dense-lemma™). For all a,b.c C X, a — b impliesaNc — b
if ¢ is dense in a.

ProOF. If ¢ — b and c¢ is dense in «, then for every O such that O Nc¢Na #
(hence. ONa # 0). thereisan O’ C O such that O’ Na # 0 and O'Na C b. Sincec
is dense in a, this implies O’ NaNc # 0. But O'Nanc C b. Hence,aNc — b. -

LemMMA 2.17 (“the closed-lemma”™). Foralla,b.c C X, a — b impliesanc — b
if b is closed (either in X orin a).

PrOOF. If b is closed (either in X orin a), and a — b, then b is both closed in a
and dense in a. Hence, a C b. Hence, forallc,a Ne¢ — b. -

Full subsets in general, and the closed lemma in particular, are connected to a
subject that could be called the “calculus of degenerate cases” in classical geometry.
For example, suppose we have two statements,

A(Pl,...Pn,ll,...lm) and B(P],...P,,,l],...lm)

about a number of points (P;) and lines (/;) in the Euclidean plane, and suppose
that we want to prove a theorem stating that 4 implies B (for all points Py, ... P,
and all lines /1, ...1,). Let IT be the product space E" x G", where E denotes the
Euclidean plane, and G the space of all lines in £. Then we are dealing with two
subsets a, b C I1. One of the consequences of the closed lemma is that if there is a
set f C IT such that

a— f and fCh (which implies @ — b)

then we can conclude thata C b, provided b is closed in I1. Note that many theorems
in classical geometry indeed have a “closed statement™ as their conclusion:

“Py= Py, “Pyison l}”, “l}, , and /53 have one point in common”, etc.
Typical candidate-statements for f are “exclusions of degenerate cases™:
“Py # P,”. “Py, P, and P; are not on one line”, etc.

Many ‘classical’ proofs of theorems silently use one or more ‘innocent’ extra as-
sumptions like this. The closed lemma may serve to explain why addition of this
kind of assumptions is often innocent, indeed.

A more detailed treatment of this “calculus of degenerate cases” is beyond the
scope of this article.

§3. Non-monotonic inference. L will denote a language generated via A, V, —
and —, from a finite number of basic formulas, “—” being an additional binary
connective. We will use a, b, c,... as variables ranging over L. a,b,c,... denote
subsets of some topological space. Hence, a — b denotes a formula in L, while
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a — b is not a formula, but a sentence about two sets, a and ». This multiple use
of the symbol “—” should not cause much confusion.

DEFINITION 3.1. An extended model (of L) is a tuple (X, I, ¢), where X is a
topological space, I( , ) is a binary operation on & (X ) such that for all a,b C X,
I(a.b) C X.and ¢ isamap L — P(X) such that forall a,b € L,

planb) =¢(a)Ng(b).
p(aVb) =¢(a) Ug(b).
¢(-a) = ¢(a)°.
¢(a — ) =I(¢(a). ¢(b)).

When there is no danger of confusion, we will freely speak about “model X,
“model (X, ¢)”. “model X based on I” etc., instead of “model (X, I, ¢)”.

DEFINITION 3.2. A formula a € L is called true in (X, I, ¢), whenever ¢(a) = X.

It will be clear that (X, I, ¢) is not for all 7( , ) acceptable as something that
provides sensible interpretations for formulas containing implication. For example,
forevery a.b € L, we would like ¢ — b to be true in (X, I, ¢) (only) if ¢(a) — ¢(b)
in the topological space X.

DEeFINITION 3.3. I( , ) is called an implication operator on X whenever for all
a,b C X, I(a,b) =X (only) ifa — b.

PrOPOSITION 3.4. If (X. I, ¢) is an extended model, and I( . ) is an implication
operator on X , then, foreverya,b € L,a — bistruein (X, 1. ¢) (only) if p(a) — ¢(b)
in the topological space X . (Provable by elementary check.)

ExaMmPLE 3.5. For every topological space, the “trivial” operator, defined by
T(a.b) = X ifa — b, and T(a.b) = (0 if a » b, is an implication operator.
The operator Q( , ) (“material implication”), defined by Q(a, b) = a¢Ub isnot an
implication operator: Q(a,b) = X means a C b which is not equivalent to a — b.

In connection with the geometrical motivation of the notion of a full subset, there
is a very natural implication operator on every topological space:

DEFINITION 3.6. Let X be a topological space, and a.b C X. Then O(a. b) is the
union of all (open) O C X such that O Na — b.

Hence, for all w € X. w € O(a.b) (only) if there is some O such that w € O
and O Na — b. This amounts to the following: a sentence a — b is defined to be
true in world w whenever “in some neighbourhood of w, practically all worlds that
satisfy a do also satisfy b”. Note that O(a,b) isopenforall a.b C X.

ExampLE 3.7. If E denotes the Euclidean plane, and #alinein E, then O(E, 7€) =
E.O(¢.¢/°) = ¢¢. Notethat O(E./°)NE ¢ /. but O(E./°)NE — /°inE.
ProPoOSITION 3.8. Let X be a topological space. Then:

i) foralla,b C X, 0(a.b)Na — b,
ii) O( . ) isanimplication operator.
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ProoF. Suppose that O N (O(a.b) Na) # 0. Say p € ON(O(a.b) Na). Then
p € O(a.b), hence, there is an O’ such that O’ Na — b and p € O’, hence
oN(0’'Na) # 0. Since O'Na — b, thereisan O” C O such that 0" N (0O’ Na) # 0
and 0"'N(0'Na) Cb. But 0" := 0"NO’' C O(a,b), hence "' N(O(a,b)Na) #
and 0" N (O(a,b)Na) C b. Hence, O(a.b) Na — b. To see that O( , ) is an
implication operator, suppose that « — b. Then X Na — b, and X is an open
set. Hence O(a,b) = X. On the other hand, suppose that O(a,b) = X. Then i)
implies a — b. B

COROLLARY 3.9. O(a.b) is the largest (open) O such that O Na — b. Note that,
foralla,b C X, a“Ub isthe largest V- C X such that V Na C b.

Using the implication operator O( , ), we can now interpret rules of inference as
follows.

DEerINITION 3.10. If ay,... .a,.b;,... b, are formulas of L, then the rule
al,... .y
bi,....b,

is called topologically valid or O-valid whenever the formula a; A ... A a,, —
by A ... A b, is true in every extended model based on O( , ) (that is, in every
extended model (X, O( . ).9)).

Note that this definition involves nested implicational statements whenever any

L2}

of the formulas ay, ... ,a,.by,... . b, contains the symbol “—".

a—b,a. . . ..
ExampLE 3.11. The rule — is topologically valid (this is an easy corollary

.- . a—b,a, b . .
of the Proposition 3.8 i). However, the rule ——————— is not topologically

valid: if E is the Euclidean plane, and 7 is a line in E, then O(E,/¢) = E, and
O(E.z°)NENZ — /¢ is not true.

a—b . .
THEOREM 3.12. ————— is topologically valid.
aANc—Db

PRrOOF. Let X bea topological space, and a. b, ¢ C X. Suppose that ONO(a.b) #
(). We may assume that O C O(a.b). Then O Na — b. If ¢ is dense in O N a, then
ONnanec —b,hence O C O(aNe,b). If ¢ isnot dense in O N a, then there is an
O’ C Osuchthat O'Na # 0,and O'Nanc = 0. Then O' Na Nc¢ — b, hence
O’ C O(anc,b). Moreover, O’ N O(a.b) # 0, since O’ # 0. In both cases, there
existsan O’ C O such that 0'N O(a.b) #Pand O’ C O(anec,b). 4

Theorem 3.12 allows us to think of the rule of monotony as valid, be it only up
to possible exceptions. Our system is non-monotonic, nevertheless, in that “a — b
is true in the extended model (X, O. ¢)” does not imply “a A ¢ — b is true in the
extended model (X, O,¢)”. Nor does “a — b is true in every extended model
(X, 0,¢)” imply “a A ¢ — b is true in every extended model (X, O, ¢)”. In other
words, the topological validity of % does not imply the topologically validity of

alNc

b
(see the example above). In general, the topological validity of % and - does

not imply the topologically validity of e
C
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THEOREM 3.13. Each of the following rules is topologically valid.:

c—ac—b c—aAbc—aAb
c—alb c— a c—b
c—a c—b c—aVb,cAa—d cAb—d
c—aVb c—aVb c—d
cNa—b c—ac— -aVb
c— -aVhb c—Db
cANa—b,cANa— Db c—a,c— a
c— —a c—Db

As well as:
cANaAb—d cANaANa—b

a—a cAbAa—d cANa—b
a—b,a c—a
————— (modus ponens) ————— (monotony)
b cAb—a

ProOF. Let X be a topological space, and a. b, c,d C X. For most of the rules
above, it is possible to prove an even stronger statement, as follows.

If O; = O(c,a) and O, = O(c,b) then O1NO>Nc — aand O1NO>Ne — b (by
the open-lemma). Hence O1N0O>N¢ — anb, hence 01N O, C O(c,anb). Hence,
O(c.a) N O(c.b) C O(c.a Nb), which immediately implies O(c.,a) N O(c.b) —
O(c,anb). Likewise: O(c,anb) C O(c,a),0(c,anb) C O(c,b),0(c.a) C
O(c.aUb),0(c.b) C O(c.aUb),0(c.aUb)NO(cNa.d)NO(cnb,d) C O(c.d)
(since (ONc)Na — d.(ONc)Nb — d implies (O Ne¢)N(aNb) — d and
(ONnc)N(aub) — d. (ONc) — aUb implies (ONc) — d), O(cNa,b) C O(c, aUb)
(since v Na — b implies v — a® Ub), O(c,a® Ub) N O(c,a) € O(c,b) (since
(a¢Ub)Na Cb),0(cNa,b)NO(cNa,b®) C O(c,a),0(c,a)NO(c,a®) C O(c,b).
The topological validity of modus ponens and the rule of monotony was established
in Example 3.11 and Theorem 3.12, respectively. The rest is trivial. -

Let us think of an imaginary person who uses the rules of propositional logic
as rules-with-possible-exceptions. He knows about the distinction between object-
language and meta-language. On the object level, he continuously uses —... V...
to interpret implicational statements. On the metalevel, he draws conclusions using
the rules of inference of Theorem 3.13. The symbol “—” is the symbol that we
use to denote the person’s deducibility relation (it is not part of the person’s object-
language). For example, what we write as

a—b,a—c
a—bAc
is known by him as “if b is deducible from a, and c is deducible from a, then b-and-c
is deducible from a” or, simpler, as the process of writing
b c
bAc
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somewhere within an argument or proof tree. (Note that modus ponens, in the
form by which it was included in Theorem 3.13, also functions as such a rule in
practical reasoning: if a and b are formulas such that b is deducible from a, and, in
some situation, with some concrete interpretation of the basic formulas occurring
in a or b, a is true, then modus ponens allows us to conclude that b, with the same
interpretation of the basic formulas, is also true in that situation.)

However, our imaginary person handles some of these rules (namely modus
ponens and the rule of monotony) as if they were rules-with-possible-exceptions.
The notion of topological validity, now, can be seen as a mathematical image of
the reasoning behaviour of such a person. Thus, our imaginary person appreciates
each of the laws of classical propositional logic, distinguishes between implication
(=...V...)anddeducibility (—), uses an unambiguously defined and fixed language
(having A, V, and —), distinguishes between an objectlanguage and a metalanguage
etc, etc. Note that the terms objectlanguage and metalanguage are meant, here,
to refer to the person’s objectlanguage and metalanguage. They are not to be
confused with our objectlanguage and metalanguage, when reading, for example,
the definition of topological validity or a theorem like 3.12. For example, “—” is
not part of the person’s object language.

The rules of inference of Theorem 3.13, when interpreted as valid-without-
exceptions, are known to be a complete characterization of classical propositional
logic. Thus, the person could be said to reason non-monotonically “on the meta-
level” while accepting each of the laws of classical propositional (monotonic) logic
as valid-with-possible-exceptions.

The laws that the person appreciates as valid (be it only up-to-possible-exceptions)
include the principle of monotony: the person appreciates “if c is deducible from

the assumptions ay,... ,a,, then c is deducible from ay,...,a,, a,,” as valid.
Nevertheless, “if c¢ is deducible from the assumptions aj,...,a,, and c is not
deducible from ay, ... ,a,.a,” is regarded as a consistent situation:

aiN...Na, — ¢

is topologically valid, but
ajAN...Na, Nay4] — ¢

aiN...Na, —=c,—(afA...Na, N a — C .
1 n B (l n n+1 ) is not.

aiAN...Na, Na,41 — ¢

Likewise, it follows by Example 3.11 that modus ponens, as handled by our person,
is accepted as valid, but may have exceptions. It is important to note that our person
handles the other rules of Theorem 3.13 as rules without exceptions. This is easily

seen by reconsidering the proof of the Theorem.
a—b,a—c,d

For example, ———————— is topologically valid. (For all X and all a,b.c C

N
X. O(c.a) N O(e. ba) gbO/\(cC, aNb). ) Hence, if our person has concluded that
b-and-c is deducible from a on the grounds that both b and c are deducible from a,
this conclusion will not be withdrawn on the arrival of whatever new information
(@).

Hence, although the mathematical elaboration may leave room for improvement,
Theorem 3.13 can be said to support the following tentative conclusion. The typical
monotonic character of classical propositional logic is not a consequence of any of
the following:
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[

) accepting the rule of monotony,
) accepting that rule and all “classical laws”,
3) using an unambiguously defined formal language,
4) making a distinction between objectlanguage and meta-language, or between
implication and inference,
5) using —...V ... to interpret implication on the objectlevel,
6) any combination of 1) - 5).

[\

It is a consequence of adopting monotonic reasoning habits on the metalevel. The
collection of axioms that is usually assumed to characterize propositional logic
does not suffice to characterize these reasoning habits. Most probably, there is no
other set of rules that manages to capture, completely, these habits, since any such
set of rules will involve implicational statements, in one way or another, that will
be susceptible of a non-strict interpretation. This latter statement, however, is no
more than a conjecture, and is certainly not supported by Theorem 3.13. Let us
state it, more provocatively, as follows: it is thinkable that monotonic reasoning
defies complete axiomatization in the eyes of a person that persistently reasons
non-monotonically.

84. Comparison with other approaches. The properties of inference-as-a-rule-
with-possible-exceptions, as found in the preceding section, rely on the choice of
the implication operator. The operator O( , ) that we used turned out to be quite
suitable. Insection 12 of [Jurjus, 1997] some alternatives for the implication operator
are considered, resulting in the notions of U-validity, Op-validity, S-validity and
Tr-validity. It turns out that neither of these notions could have been used to obtain
Theorem 3.13.

DEFINITION 4.1. Let (X, <) be a partial orderingand @, b C X. Anelement x € «a
is minimal in a whenever there is no y € a such that y < x except x itself. We will
use apv_b to denote: every element of ¢ that is minimal in « is an element of b.

If (X.<)isa partial ordering (of possible worlds), we may define, for a.b C X,

De(a.b) i={w e X | wnapb}and Ue(a.b) :=fwe X | W Napo_b}

where, for every w € X,1/1\) ={veX | v<w} and 1 = {fveX | w<uv},
called the downcone and the upcone of w, respectively.

Each of these operators can be used to evaluate (sentences containing) nested
conditionals in preferential models. In [Makinson, 1993], this is referred to as the
downcone construction and the upcone construction, respectively. It will be clear that
it is also possible to define downcone-validity and upcone-validity of rules, similar
to our definition of O-validity.

The operator Uc( , ) is, in general, not an implication operator. For, if (X, <) is

the following partial ordering:
w1
wy w3
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a = {wy, w3} and b = {wy, w3}, then af_b, but wy & Uc(a,b), hence Uc(a,b) #
X. Moreover, X p¢_Uc(a, b). Hence, the upcone construction seems to be not very
appropriate. B

The downcone construction, on the other hand, is much more interesting. The
operator O( , ). as defined above, generalizes the downcone construction, in the
following sense: if (X, <) is a partial ordering, we may define ¢ C X is open
whenever w C a for all w € a. It is now easy to see that, with respect to this

topology on X, O(a,b) = Dc(a.b) for all a,b C X. Hence, every downcone
operator is the O( , ) operator of some topology. As a corollary, the downcone
construction shares all phenomena found for O( , ), in particular those indicated
in Theorems 3.12 and 3.13. Although the downcone-validity of modus ponens and
the rule of monotony was mentioned in [Boutilier, 1990], Theorem 3.13 was never
noticed before, as far as we know.

Note that not every O( , ) operator is the downcone operator of some partial
ordering, not even on spaces for which there does exist a partial ordering providing
the right consequence relation. For example, if (X, <) is the following partial

ordering:
wq
wy w3

Then the definition above yields the topology 71 = {0, {ws}. {ws}, {wa, w3} X},
which has the property that (for all a,b C X) a — b (only) if af_b. But the
topology 7, := {0, {ws. w3}, X} also has this property. If we let O;( , ) denote
the O-operator that is based on the topology 7;. for i = 1,2, then O;( , ) equals
Dc( ., ). but O;( ., ) does not equal Oy( , ). (For example, O ({w>}.0) = {w3}.
but Oy({w,},0) = 0.) Since < is the only partial ordering on X yielding this conse-
quence relation, there is no (other) partial ordering on X for which the downcone
operator equals O,( , ). Thus, O,( . ) is not a downcone operator on the set X .

In general: on a single preferential model. there typically exist several different
topologies providing the right consequence relation, each one leading to an O( , )
operator, one of them being the downcone operator. Summarizing, we could say
that, above, we found some new results about the downcone construction, and a
number of other operators displaying the same behaviour. It is important, though,
to note the following as well.

Makinson criticizes the downcone construction on the grounds that “like the
upcone one, (it) does not correspond closely to the basic idea underlying normality
semantics”. In other words, the downcone construction is not well motivated for
preferential semantics. From our topological perspective, however, the operator
O( . )isvery natural; O(a. b) is the largest region in which ¢ — b holds, where it is
taken for granted that a region is an open set. In a preferential model, however, this
identification is not so natural. Essentially, because the topological space associated
with a preferential model will typically be a “pathological” space: a structure that
happens to satisfy the requirements of a topological space without being a “carrier
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of geometrical intuition”. In short, the downcone construction is better motivated
by our topological presentation than by preferential semantics.

One more (important) reason to prefer the topological intuition over the pref-
erential idea, is the following. To appreciate the interpretative remarks concerning
our imaginary person, it is necessary to appreciate the non-standard conditional
as a plausible interpretation of inference. While preferential semantics depicts the
defeasible conditional as something that takes only the most normal possibilities
into account (which may be a negligible minority among all possibilities), the topo-
logical semantics pretends to take every possibility into account, be it in a not too
pedantic way. It is not claimed that our construction is entirely convincing as a
plausible interpretation of inference. But the downcone construction (that is, the
preferential interpretation of the operator O( , )), does not support the remarks
about our imaginary person at all.

In [Gabbay, 1995]. a “fibring” construction was used to evaluate nested con-
ditional sentences. This construction, unlike the downcone construction, does
correspond to the idea underlying normality semantics.

In [Jurjus, 1997]. some topological variants of this fibring construction were
investigated, called Tp-validity, Op-validity and O’-validity. The idea behind these
constructions was to work with a ‘topological space of topological spaces’. Two of
these variants turned out to be unsuitable to obtain results like Theorem 3.13. The
other one (O’-validity) turned out to be equivalent to topological validity.

Some existing approaches towards nested defeasible conditionals are strongly
connected with modal logic. For example, the main advantage of the downcone
construction is its connection with the modal system S4. This connection has a
topological equivalent. We will not give a detailed exposition, since it is a straight-
forward adaptation of the connection as described in [Boutilier, 1990]. It is based
on the fact that for all topological spaces, X, and all ¢,b C X,

o

0la.b) = ((a*)" U lan (@ Ub))

(where a° and a denote the interior and the closure of a, respectively). As is well-
known, the calculus of N, U, ¢ and ? in topological spaces is equivalent to the modal
system S4, ¢ playing the role of the [I-modality.

Hence, the formula above gives rise to a translation from L into the modal
language of S4 such that every formula of L is O-valid (only) if its translation is a
tautology of S4. (As a corollary of Boutilier’s work and the remarks above, rules
are downcone-valid (only) if they are topologically valid.)

This and similar connections have lead some people ([Lamarre, 1991], [Boutilier,
1994]) to tackle the task of finding suitable strengthenings of P1-P5 by studying
extensions of S4. For example, [Boutilier, 1990] pointed out that joining R3 to
P1-P5 corresponds to using the modal system known as S4.3. To incorporate the

most important adjustments, however, this approach will not be general enough.
. a—b . . a—b . ..a—Db,a,b.
For example, if ——— is to be valid, but ————— isnot, orif ———— is
aANc—Db aA—b—b b
. . a—b,a,c. . . . L
to be invalid, but —p 8 to be valid (c being a basic formula not occurring in

a or b), we will have to consider modal systems that do not satisfy the substitution
theorem. Since very little is known about such modal systems, it seems useless
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to proceed in this direction. Likewise, it will be of little use to search for more
convincing implication-operators, since this would necessarily lead to systems that
do satisfy the substitution theorem.

Conclusions.

1. We introduced an implication-with-possible-exceptions and defined validity of
rules-with-possible-exceptions by means of the topological notion of a full subset.

2. Our implication-with-possible-exceptions characterizes the preferential conse-
quence relation as axiomatized by Kraus, Lehmann and Magidor [Kraus, Lehmann,
and Magidor, 1990]. However, the class of topological models is strictly larger than
the class of preferential models.

3. The resulting inference relation is non-monotonic. On the other hand, modus
ponens and the rule of monotony, as well as all other laws of classical propositional
logic, are valid-up-to-possible exceptions.

4. As a consequence, the rules of classical propositional logic do not determine
the meaning of deducibility and inference as implication-without-exceptions.

5. The typical monotonic character of classical propositional logic is not a con-
sequence of accepting the rule of monotony or accepting that rule and all classical
laws; it is a consequence of adopting monotonic reasoning habits on the meta-level.
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