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Abstract

This paper addresses systematic variations in the intatfme of indefi-
nites and plurals when appearing within prepositional gésaand other spa-
tial expressions. We show that these variations are exgdaivhen spatial
processes in semantics locate sie¢sassociated with properties and other set-
based denotations of nominals. Starting with spatial imite§ we consider
contrasts like the following.

(i) Michael is far from a gas station. (ii) Michael is closea@as station.

In the appropriate context — e.g. a car race in the desert) Whehael’s car
is running out of gas — sentence (i) means that Michael is¢en fall gas sta-
tions. By contrast, sentence (ii) only has an existenti@rpretation, which
states that there is at least one gas station near Michaelshdig that the
existential-universal alternation in (i)-(ii) marks twgteemes in a much wider
range of (pseudo-)quantificational interpretations otiagbaominals, which
cannot be explained by any known theory of quantificatiorr evdities. By
contrast, this behavior is consistent wittoperty-basedheories of indefinites
(McNally 2009, “Properties and entity correlates”, in Giakidou & Rathert,
eds., OUP). We propose that properties and other set canbape a spatial
dimension that is operational in locative sentences. tfaria as in (i)-(ii)
are explained by locating the set extension of the propeshoted by the in-
definite. Thus, sentences (i)-(ii) make a claim about Mi€eakstance from
the spatial set concept ‘gas station’. Such properties aratéd similar to
other spatial objects. For example, being far from the ptygggas station’
means being far from all of its ‘parts’ — individual gas statinstances. By
contrast, being close to a property means being close tastt ¢me of its in-
stances. Thus, the pseudo-quantificational variation)iiYidirectly follows
from meanings of spatial expressions and not from any coitigoal differ-
ence. This account of spatial indefinites naturally exteodgpatial sentences
with collective descriptions like ‘the lakes’ or ‘the moaim chain’, which
show similar interpretative variability. At the same timee observe some
systematic differences between collective descriptioksingular indefinites
in spatial constructions. We treat these differences asgtieg from the ref-
erential cohesion of ‘impure atom’ entities denoted by gllsiras opposed to
property denotations of indefinites. Spelling out formalig proposed spatial
semantics leads to a general theory of set-based locatiressions.



1 Introduction

The traditional analysis of indefinite descriptions astexisal quantifiers has led to
important advances in their semantic treatment within tasscof natural language
nominal phrases. At the same time, it has often been obsématdhdefinites be-
have in ways that are apparently inconsistent with stantterdries of quantifica-
tion. In the last four decades, much research in formal séosanas been driven
by the motivation to explain, or explain away, challengesdxistential accounts
of indefinites. Relevant phenomena that have been exténsiwalied are the in-
teractions between indefinites and anaphors, their geaed&ind readings, scope
effects, existentiagheresentences, and indefinites in predicate positions.

This paper addresses a problem for existential theoriead#finites that has
received very little attention so far. We focus on the intetation ofspatial indefi-
nites indefinite descriptions appearing within prepositionalgses or other spatial
expressions. As we show, the semantic behavior of spatiefimtes challenges
guantificational theories of indefinites as well as theooiespatial reference. Con-
sider for example the sentences below.

(1) a. Michaelis far from a gas station.
b. Michael is close to a gas station.

In the appropriate context — e.g. a car race in the desertn Whehael's car is
running out of gas — sentence (1a) means that Michael isdar &ll gas stations.
We informally say that sentence (1a) exhibits a univergafpretation. By contrast,
sentence (1b) only has an existential interpretation, Wwistates that there is at
least one gas station near Michael. As we will show, intéghree alternations as
in (1) appear with many spatial relations, correspond toesfamiliar problems
with negative polarityany, and show expected differences betweenal@dsome
particles as well as parallelism with genericity effects the same time, despite
their great semantic complexity, spatial readings of imdefs are distinguished
from generic and other readings of indefinites in being wyriextensional. This
allows us to concentrate on the relationships between finitlmess and spatial
expressions.

At first glance, the puzzle that sentence (1) illustrates s@gm similar to
other problems about the interpretation of indefinites. @&pptly universal read-
ings of indefinites also appear in generic sentences anceiadbpe of downward-
monotone operators. However, we argue that spatial intedfimmannot be ana-
lyzed as wide-scope generics or narrow-scope existentidsst importantly, the
existential-universal alternation in (1) only marks twdrernes in a wide range

1Some notable references on these problems, more or lesxtiosty, are: Heim (1982), Kamp
& Reyle (1993), Groenendijk & Stokhof (1991), Elbourne (8p0Carlson (1977), Krifka et al.
(1995); Fodor & Sag (1982), Reinhart (1997), Kratzer (1988Jsark (1977), Reuland & ter Meulen
(1987); Landman (2004). For surveys on generalized quargiéind general assumptions on natural
language nominal/determiner phrases see Peters & Weéste(2006) and Szabolcsi (2010).



of interpretations available with various spatial relaso As we will show, spa-
tial indefinites that involve non-monotonic distal staterse— e.g. €xactly 5km
from a gas station- show interpretations that are neither pure-existentalure-
universal. To be 5km from a gas station is not to be 5km frongadl stations, nor
is it to be 5km from some or other gas station — it is to be 5krmftbe nearest
gas station. Analyzing spatial indefinites as wide-scopeges or narrow-scope
existentials does not account for this and similar cases.

Notwithstanding these qualms, we will propose a framewhsk gives indef-
inites narrow-scope below spatial relations, which assuanelose connection be-
tween spatial interpretations of indefinites and their gerenalysis. Alternations
as in (1) are explained by analyzing the indefinite gsagertyor akind, which is
predicated over by the spatial relation. This follows a legddea in much semantic
research since Milsark (1977) that treats (some) inde$iaisehaving predicative de-
notations, or their intensional guise as properties orkii@hrison 1977, Chierchia
1998). A property or a kind associated with an indefinite Bkisulldogrepresents
what different bulldogs have in common in different sitoas. This analysis con-
stitutes a formal semantic correlate (Carlson 2009) of wbghitive scientists more
generally refer to asonceptr categoriegMargolis & Laurence 1999, Hampton
2012). We will henceforth consistently use the tguropertiesfor such represen-
tations. The link between properties and extensional patels has led to a natural
analysis of indefinites in predicate positions (é=glo is a bulldog. This account
was extended to cover existential and generic readingsdefiimtes in argument
positions & bulldog is missinfusually friendly, as well as other uses of indefinites
in different languages. We propose that properties, similarly to entity concepts,
have a spatial dimension that is operational in locativéeseres like (1a-b). Thus,
just like the sentencedichael is far froniclose to Londomake a statement about
Michael’s distance from the spatial entltpndon the sentences in (1) make a claim
about Michael’s distance from the spatial propey&ég station

In our property-based analysis of spatial indefinites weleynpasic assump-
tions from other theories of locative expressions. Theiapetgion occupied by
an entityz is referred to as’s eigenspacéWunderlich 1991). Spatial relations
between eigenspaces are intimately related to sub-patice$ between the corre-
sponding entities. For instance, being far from London redmaing far from all of
its sub-parts. Conversely, being close to London meanglase to at least one
of its sub-parts. We show that the contrast in (1) followsrfra similar considera-
tion as soon as spatial semantics is tuned to deal with prepeiVe propose that
the eigenspace for the a property-denoting indefinitedikgs stations the union
of eigenspaces of its sub-parts: single gas station entiWgith this assumption
our proposal correctly expects sentence (1a) to requitéMiwdnael be far from the
union of gas station regions. This entails that Michael idfam all gas stations.

2See Carlson (1977), Chierchia (1984), Zimmermann (1998N\ally (1998), van Geenhoven
(1998), Dayal (1999), Condoravdi et al. (2001), Chung & Lsalm (2003), van Geenhoven & Mc-
Nally (2005), McNally (2009).



By contrast, sentence (1b) is analyzed as stating that Micha&lose to the union
of gas station regions. This statement means that Michakidsg to at least one gas
station, as intuitively required.

This account of spatial indefinites naturally extends taiapaentences with
collective descriptionsThe following pairs of sentences show basically the same
contrast as in (1).

(2) a. Michaelis far from this group of gas stations.
b. Michael is close to this group of gas stations.
(3) a. Michaelis far from these gas stations.

b. Michael is close to these gas stations.

Both singular descriptions likéhis group of gas stationand plural descriptions
like these gas stationsre analyzed as denoting semantic objects that are directly
or indirectly associated with collections of entities (eesohn 1995, Schwarzschild
1996). We refer to such singular and plural NPscabective descriptionsSimi-
larly to spatial indefinites, the collective descriptiong2) and (3) show a (pseudo-)
universal interpretation when appearing with the spatipressiorfar from, but a
(pseudo-)existential interpretation when appearing tighexpressionlose to We
propose that the spatial origins of the contrasts in (1)af@)the same, and stem
from theset-basedhature of properties and collections. At the same time, we ob
serve some systematic differences between collectiverigégeas and singular in-
definites when they appear in spatial constructions. We tineae differences as re-
sulting from general strategies for interpreting and logatollective descriptions,
which are not active with property-denoting indefinitegsgiinterpreting plural de-
scriptions involves a context-sensitive mapping from setempure atoms’ (Link
1984, Landman 1996). Second, locating an atom denotati@ensfigular/plural
description involves the ‘functional hull’ of this atom, weh may be different than
the union of its sub-parts’ eigenspaces (Herskovits 198&.propose that locat-
ing property denotations of indefinites does not involveséhevo processes. This
accounts for the differences we observe between spatiaktiob descriptions and
spatial indefinites.

The paper is organized as follows. Section 2 introduces ssuraptions about
spatial semantics and our proposal about its interactiatistive property analy-
sis of singular indefinites. Section 3 shows that these aotems correspond to
more well-known problems about the interpretation of ingiefs. Section 4 studies
spatial interpretations of collective descriptions angirtinelations with the spatial
interpretation of indefinites. Sections 5 and 6 develop #&irdetails of the pro-
posed semantics. This formal analysis crucially suppantsmain thesis, according
to which locating sets of entities is an important ingreti@spatial meaning and
part-whole relationships in language. By way of conclusgection 7 elaborates
on further implications of this thesis.



2 Spatial indefinites and the Property-Eigenspace Hy-
pothesis

This section addresses existential and non-existentiattsf with spatial indefi-
nites. We show that the variety of interpretations of spatdefinites is incon-
sistent with existential or generic quantification overnteég. Instead, we analyze
spatial indefinites as property-denoting, with the propdegnotation as the direct
argument of the spatial function. To account for the meawfigcts that follow
from this semantic structure, we introduce a new hypothasisit spatial interpre-
tations of property-denoting indefinites. According testhypothesis, thBroperty-
Eigenspace HypotheqIBEH), a property in a spatial sentence is analyzed using the
unionof regions for entities in the property’s extension. We simw the PEH ac-
counts for various interpretations of spatial indefinites.

2.1 Simple locatives and part-whole structure

In order to illustrate the basic assumptions of our analysisus reconsider the
following simple locative sentences.

(4) Michael is far from/close to London.

As in other theories, we analyze spatial sentences as irs(éstablishing binary
relations between ‘locations’ of entities, or abstreegionsin a spatial ontology.

In section 5 we will develop further the relevant aspectshdf bntology. Without
getting into technical details, at this stage it sufficesdg that regions may be
conceived of as sets of points in some spatial domain. A reggsociated with

an entity is referred to as the entitygsgenspac€ Specifically, in (4) the entity
denotations oMichaelandLondonare associated with their respective eigenspaces
in the spatial model. The locative expressitardromandclose tocontribute binary
relations between these two regions. Suppose that thesgigeas foMichaeland
Londonare the regiond/ and L, respectively. Sentences (4) are therefore assumed
to denote the following propositions.

(5) a. rarrFrROM(M, L)
b. cLoseTo(M, L)

Intuitively, these statements should be read as follows.

(6) a. The distance between the regiddsand L is big.
b. The distance between the regigvisand L is small.

Note the following simple properties of these readings.

3The termeigenspacés due to Wunderlich (1991). The German prefigenliterally means “its
own”. Thus, when referring to the “eigenspace” of an entityve informally talk about:’s “own
region”, with no mathematical connotation.



(7) a. Michaelis far from Londor> Michael is far fromeachpart of London.

b. Michael is close to Londor> Michael is close tat least onepart of
London.

In section 5 we will analyze formally the reasons that spesakecept the equiva-
lences in (7). At an informal level, we note that these entarit patterns witliar
from andclose toare expected by the intuitive paraphrases in (6). For icstan
(7a), if Michael is far from London then his distance from ldom is some distance
d that in the context is judged to be sufficiently big. By simpteperties of distance
measuring, Michael’s distance froamy part of London is equal td or bigger. By
contrast, in (7b), if Michael is close to London, then histaince from London is
some distance that is judged to be sufficiently small. This small value meas
Michael's distance t@omepart of London, but Michael’s distance to further parts
of the metropolis may be bigger. Thus, the™entailment in (7b) is only to an
existential statement over subparts of London, but not toigeusal statement.

2.2 The Property-Eigenspace Hypothesis

With this standard analysis in mind, let us now reconsidercttintrast in (1), which
is repeated below.

(8) a. Michaelis far from a gas station.
b. Michael is close to a gas station.

As we saw, sentence (8a) readily shows a universal intexjiwat as paraphrased
in (8'a) below. By contrast, sentence (8b) can only be imttga existentially, as
paraphrased in (8'b).

(8) a. ‘Michael is far from each gas statibn
b. ‘Michael is close to at least one gas station

As support for our claim about the contrast between sense(@®8 and (8b), let
us consider two situations. Starting from sentence (8bjsicker a situation where
Michael is close to one gas station and far from many othensthik situation

sentence (8b) is intuitively true, like its proposed exisitd paraphrase (8'b). By
contrast, in the analogous situation where Michael is famflone gas station and
close to many others, the salient interpretation of setéda) is intuitively false,

like its proposed universal paraphrase (8'a). Sentencecgaonly be true in this

“Besides Mador-Haim & Winter (2007), the only work we are aavaf that discusses non-
existential phenomena as in (8a) is latridou (2003), andates version latridou (2007). latridou
attributes to Irene Heim (p.c.) the observation about the-existential interpretation of ‘gas sta-
tion’ sentences like (8a) (incidentally, the specific ‘getisn’ example in (8a) was independently
suggested to us by Louise McNally, p.c.). The focus of latid work is the analogy with the tem-
poral domain (see (17)-(18)) and it does not address thetyarf non-existential effects with spatial
indefinites that we analyze in this paper.



situation under a marked interpretation where the indefisiunderstood as ‘spe-
cific’, similar to a certain gas statioiisee section 3.3). We conclude that a standard
existential analysis of indefinites works well in senterfig) put fails with sentence
(8a)>

Accounting for these observations, and following otheoties, we propose that
the indefinite in sentences (8a-b) denotgsaperty® This property, like the entity
for Londonin (4), is associated with an eigenspace. Crucially, werasstlnat a
propertyP’s eigenspace is thenion of eigenspaces of the entitieshis extension
For instance, suppose that the indefimtgas statiornin (8) denotes a propertys,
whose extension consists of three gas station entitiepdagthat the eigenspaces
of these three entities até, B andC. Our analysis takes the eigenspace of the
propertycsto be the uniold u B u C of the three entity eigenspaces. Supposing
again that Michael’s eigenspace is the regidhwe analyze sentences (8a-b) as in
(9a-b), respectively.

(9) a. rarFrROM(M,AuBuU(C)
b. croseto(M,Au Bu()

This accounts for the linguistic contrast in (8), based @nnluitive contrast below:

(10) a. Beingfar from a union of regions means being far fragachof the
regions.
b. Beingclose toa union of regions means being closeatdeast oneof
the regions.

By virtue of the meaning of the relatienr From, Michael’s locationV/ in (9a) must
be far from each of the region$, B and(, i.e. from all gas stations. By contrast,
due to the meaning of the relatieanoseTo, in (9b) M must only be close to one of
the regions4, B andC, i.e. to one of the gas stations.

This reasoning is parallel to the intuitive reasoning wenexeed in (7) above.
Indeed, with some reservations (cf. sections 4 and 5), wegz®that the contrast
in (8) is accounted for by the same spatial principles thapett the contrastin (7).
The main new ingredient of this analysis lies in the spatedtiment of property-
denoting indefinites. This is summarized in the followingbthesis.

Property-Eigenspace Hypothesis (PEH)The eigenspace of a propertyis the
union of eigenspaces of entitiesis extension.

5In section 2.4 we will show that this remains the case alsormthe existential analysis is
augmented with some additional stipulations.

SFor an introduction to intensional semantics, and in paldicproperties, see Gamut (1991). For
relevant works on the analysis of indefinites as predicatgsaperties, see Zimmermann (1993),
McNally (1998), van Geenhoven (1998), Dayal (1999), Coaddret al. (2001), Chung & Ladusaw
(2003), van Geenhoven & McNally (2005). In our analysis wealiy only rely on propertgexten-
sions sets of entities. However, we use the term ‘property’ tesgrthe connection we see between
our treatment and intensional theories of indefinites, @gfig kind-based theories of their generic
interpretations (Carlson 1977 and subsequent work).
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The PEH directly accounts for the universal/existentitdralation in (8). In a
similar fashion, the PEH explains the contrast betweenresest (11a) and (11b)
below, which are paraphrased in (11’).

(11) a. Michael is more than 20km from a gas station.
b. Michael is less than 20km from a gas station.

(11)  a. ‘Michael is more than 20km from each gas station
b. ‘There is a gas station less than 20km from Michael

In section 5 we will further develop, and formally substatgj our analysis of PPs
with ‘vague’ modifiers as in (8) and ‘precise’ measure phraseélifiers as in (11).

2.3 More non-existential spatial indefinites

The non-existential interpretations of the spatial indefgin (8a) and (11a) in-
volve universal quantification. Let us move on to survey mexamples of spatial
indefinites and the way they are informally accounted foteyREH. Consider first
sentences (12) and (13) below.

(12) Fido is outside a doghouse.
(13) Fido is five meters away from a doghouse.

The intuitive truth-conditions that are expected by the A&tHhese sentences are
paraphrased below.

(12") ‘Fido is outside each doghouse
(13) ‘The distance between Fido and the closest doghouse is fieesmet

Let us first see how these statements are derived. For ser(te2)¢c the PEH derives
the universal analysis (12’) because being outside a urfioegions means being
outside each of the regions individually. For sentence {i8)analysis in (13’) is
expected, because according to the PEH, the union of dogheg®ns in (13) must
be five meters away from Fido. This can only be true if Fido&alce to the closest
region (or regions) in this union is five metérsTo see how these analyses are
supported by linguistic intuitions, let us consider FiglireConsider first the truth-
value judgements on sentence (12) in the two situationsgpfrEila. Sentence (12)
is intuitively true in Figure 1a(i), where Fido is outsidéthle doghouses. However,
(12) is false (or odd) in Figure 1a(ii), where Fido is insideecf the doghouses.
The latter fact is not explained by the existential analygi$12), which is true
in both figures. By contrast, the universal statement (12fjvéd by the PEH is

’Here and henceforth, we assume that measure phrasefivikeetersn sentence (13) are
interpreted as synonymouséaactly five metersThis assumption is convenient for our exposition
but is quite innocuous for our theoretical purposes. The BBEsEd analysis works equally well for
measure phrases lilka least five meterandat most five metersee section 5).

8
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Figure 1: Situations supporting the PEH The pairs of figures in (a) and in (b) illus-
trate a contrast in truth judgements about sentences (18)(28), respectively. Each
of these sentences is true in the respediivsituation but false in the respectiyi@ sit-
uation. This behavior of indefinites in locative PPs supptiie PEH over the standard
existential analysis.

true in Figure l1a(i) but false in Figure l1a(ii), similarly tioe intuitive judgement.
Moving on to sentence (13), we see that this sentence igiuglyi true in Figure
1b(i), where Fido is five meters away from both doghousesatetlosest to him.
However, sentence (13) clearly has a false interpretatioigure 1b(ii), where
Fido is only four meters away from the closest doghdugegain, the existential
analysis does not expect this contrast, because in botdtisiig there exists one
doghouse that is five meters away from Fido. Here also a wsavanalysis of the
indefinite would fail, because obviously, sentence (13)sdu& require that Fido
is five meters from every doghouse. By contrast, the PEH ctlyrdescribes the
meaning of the sentence. Specifically, in Figure 1b(i) Felivie meters away from
the union of doghouse regions, but in Figure 1b(ii) he is doly meters away from
this union. Therefore, the contrast in Figure 1b suppodd$tBH-based paraphrase
(13’) of sentence (13).

Consider now the following example (14), and the truth-¢tonds that the PEH
expects for it, as reflected by the paraphrase (14’).

(14) Fido is five meters outside a doghouse.

(14) ‘Fido is outside each doghouse, and the distance betweendriddhe closest
doghouse(s) is five metérs

Note that the PEH compositionally analyzes sentence (14)casnbination of the
universal statement of sentence (12) with the ‘exact distanterpretation of (13).
Being five meters outside a union of regidiisneans being outside each region in
U, while being five meters away from the closest regioiifi This PEH-based
analysis is intuitively correct.

8There may be a possibility to understand sentence (13)esiatly. Under this reading the
sentence is true in both Figures 1b(i) and 1b(ii). HoweVer host prominent reading of (13) is the
non-existential reading described above. In section 3.3wggest that ak indefinites in locative
PPs may in principle show an ambiguity between an existearicha PEH-based reading.

9Semantically there is little difference between the stateis conveyed by sentences (14) and
(13). This is because measuring the distance to an entisually entails/presupposes being outside

9
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Figure 2: The PEH and spatial/temporal modification The contrast between Fig-
ures (a)(i) and (a)(ii), in which the truth-value of the sightsentence (15) varies, il-
lustrates a non-existential effect similar to the tempaehtence (17) in Figures (b)(i)
and (b)(ii). Both cases are explained by the PEH.

Consider now the following sentences.

(15) Tweety is five meters above a cloud.
(16) Tweety is five meters below a cloud.

Similarly to sentence (14), in sentences (15) and (16) a unegshrase modifies
a locative prepositional phrase. However, in (15) and (h6)‘projective’ prepo-
sitionsaboveand belowmake a more noticeable contribution thamtsideto the
interpretation of the sentence (see footnote 9). Accortbripe PEH-based analy-
sis of sentence (15), Tweety must be five meters above the vegion of clouds.
This means that Tweety is required to be above all the reteslands, and five
meters above the nearest one among them. Indeed, as the PE&t)sentence
(15) is true in Figure 2a(i) but false in Figure 2a(ii). In bdigures Tweety is five
meters above one of the clouds. However, in Figure 2a(i) ¢loud is not the one
that is closest to Tweety. Hence, the union-based analysied®EH captures the
different status of sentence (15) in the two figures, whetieasnalysis of indefi-
nites as unambiguously existential does not. A similar pootds for sentence (16).
Note that, as the PEH expects, the interpretation of seeselile (15) and (16) is
clearly non-universal. For instance, sentence (15) may twet when there are
many clouds in various distances and various directioms ffoveety. What matters
is Tweety’s distance to thedosest cloudhat is locatedelowher. We see this in the
truth of sentence (15) in Figure 2a(i), where Tweety is na fiveters above two of
the clouds. This non-universal behavior of the spatial finite in cases like (15)
and (16) will be further discussed in section 6, where it Wwél shown to follow
from our formal treatment of the PEH.

The non-existential (and non-universal) interpretatibthe spatial sentences
(15) and (16) has a natural parallel witmporalsentences like the following ones
(latridou 2003, 2007).

(17) The shelter was built three years after a war.

x (cf. section 5.3). Thus, our PEH-based analysis in (13'aiénthe universal statement ‘Fido is
outside each doghouse’. Consequently, when the measuaegfite meterss combined with the
prepositionoutsidein (14), no strengthening of the distal meaning of (13) oscur

10



(18) The shelter was built three years before a war.

Both sentences (17) and (18) similarly show non-existéeimttarpretations. This
can be illustrated by considering sentence (17) in Figub€g and 2b(ii), or (18)
in similar situations. Without loss of generality, let umsaler sentence (17) in
Figures 2b(i-ii). Figure 2b(i) describes a situation whallehe relevant wars hap-
pened three years or more before the shelter was built, amadfoiese warsw,
happened exactly three years before that time. Sentenges(ituitively true in
this situation. By contrast, when one of the wars, as in Eql(ii), happened
less than three years before the shelter was built, senf@ritbecomes false. This
contrast is not explained by a purely existential analy$isemtence (17), which
expects the sentence to be true in both situations. HowtheR?EH expects an
interpretation of (17) where the union of ‘war intervals'tigee years before the
building of the shelter. This intuitively leads to truth irgkre 2b(i), but to falsity in
Figure 2b(ii). A similar point can be illustrated for senter(18). Summarizing, we
see that both sentences (17) and (18) are correctly pasgghusing the following
universal statements, respectively.

(19) The timet in which the shelter was built satisfies:is three years af-
ter/before the last/first war that happened before/after

Formal semantic treatment of these and similar phenomethamndefinites in tem-
poral PPs is left for further researthAnother related phenomenon which we will
have to put aside are (pseudo-)universal interpretatibnsdefinites in compara-
tives, as inJohn is taller than a basketball playédoost Zwarts, p.c.). For recent
work on this puzzle, see Aloni & Roelofsen (2011) and therezfees therein.

2.4 More on the inadequacy of quantificational approaches

For simple contrasts as in (8) and (11), we can try to entedaialternative ap-
proach to the PEH. Suppose that some spatial relations xoally decomposed
into a complex expressions containing their antonym (He@®8). For instance,
suppose that the meaning of the relatfan from is decomposed taot close to
whereas the comparativeore thans decomposed intnot at most With these de-
compositional assumptions, we may treat the indefinitegmesnces like (8a) and
(11a) using existential quantifiers that take narrow scoifie i@spect to negatioh.
Thus, the contrast in (11) may be analyzed by using existeqtiantifiers when
sentence (11a) is informally decomposed as in (20a) beltwe{d1b) is analyzed
without decomposition as in (20b).

01n a more thorough account of indefinites in temporal PPssithdarity between (17) and (18)
would have to be contrasted with the different behavior ofd\[ef. section 3.6) in cases likbe
shelter was built before/#after anyar. We do not try to account for such contrasts here. For more
on NPIs in temporal PPs see Condoravdi (2010) and referéineesn.

For a broad overview of relevant interactions between inite§ and negation, see Blaszczak
(1999).
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(20) a. ‘There does not exist a gas statiorsuch that Michael is at most 20km from

x.

b. ‘There exists a gas statian such that Michael is less than 20km frorh
(=(11b%)

This decompositional analysis with negation can be extridecases like (11).
However, simple existential-universal contrasts likegB8y§ (11) with antonymous
items do not exhaust the range that we have seen of possiblpretations with
spatial indefinites. Treating the spatial indefinites thatenillustrated later in this
section require other assumptions beyond a decompoditreament of antonymy.
For instance, reconsider sentence (14). As we saw, spadiedinites with modified
PPs, as irbm outside a doghous&wvolve quantificational effects that are neither
pure-existential nor pure-universal. It is unclear if threcdmpositional approach
could derive such readings without further stipulationmitr problems for the de-
compositional line would appear with examples (15)-(18)ud, analyzing indefi-
nites as narrow-scope existentials would not solve thelpnobf spatial indefinites,
even when some spatial relations are decomposed usingatiteinyms'? Similar
problems appear for another possible line (Joost Zwarts), pvhich would ana-
lyze both sentences in (8) as ambiguous between existesdiding and a generic
reading, involving roughly a universal quantifier. Like th&rrow-scope existential
analysis above, also the wide-scope generic analysis ab@scount for cases like
(14)-(18) that are neither existential nor universal. Tactode, we do not know
any treatment of indefinites that could use existential oiege quantification over
entities to account for the wide range of interpretationshaee seen with spatial
indefinites.

The observations and considerations above justify a destpdy of the PEH
and its implications for linguistic theory. One general sfien concerns the status
of spatial indefinites in relation to other property-dengtindefinites. This is the
subject of section 3. Another question concerns the imiptina of the PEH for the
spatial interpretation of other, non-indefinite, noun gless especially collective
NPs. This is the subject of section 4. These two questionseparate from one
another. Accordingly, sections 3 and 4 below can be readpentgently of one
another.

3 Spatial readings and other indefiniteness effects

In section 2 we surveyed a variety of spatial sentences wikfinites, as well as
a couple of temporal parallels, which cannot be correcthaplarased as existential

127 separate concern that we cannot discuss in detail invahedirection of the decomposi-
tion. Heim (2008) and others have only considered decortipnsif the “negative” item in the
antonymous pair (e.ghortin the pairshortlong). We are not aware of any work that decom-
poses “positive” items likéar or more as seems necessary when analyzing spatial indefiniteg usin
decomposition.
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statements. The PEH naturally accounts for these noneatigtinterpretations. In
this section we discuss some of the more general semantiaatbastics of spatial
indefinites that put the PEH in a broader context of theol@aitindefiniteness.

3.1 Existence entailments of spatial indefinites

The PEH is not simply a logical strengthening of the stan@sidtential analysis
of indefinites. In some cases, the PEH analyzes spatialrsmgavithout any exis-
tence entailment or presupposition. To see this, let usrécginsider example (8a),
restated in (21) below.

(21) Michael is far from a gas station.

Following the PEH, we analyzed sentence (21) as estabfjshihinary relation
between an entity foMichael and a property foa gas station This analysis of
sentence (21) is informally paraphrased in (22a) below, @mtrasted with the
standard existential analysis in (22b).

(22) a. ‘Michael is far from the gas station propetty
b. ‘There is a gas station s.t. Michael is far fromr'.

Without further assumptions, the PEH-based analysis ia)(fakes no claim about
the existence of gas stations. Unlike the standard exiatemalysis (22b), state-
ment (22a) is not automatically false when no gas statioiss,@x. when the prop-
erty csdenoted by the indefinite has an empty extension. More onattmeal im-
plications of this point will be said in section 5. As empaibackground for this
discussion, we should better examine spatial indefinitesimexts that increase the
likelihood of an empty extension for the property. Consiftgrinstance sentence
(23) below in the context of (23c).

(23c) During a car race in the desert, Michael's Ferrari F2002 isrming out of oil.
Unfortunately, the oil used by Michael's Ferrari is extregnbard to find.

(23) Michael is far from a gas station that sells this typeibf o

Given the context (23c), it is not clear whether there aregagy/stations that sell
the oil needed for Michael’s Ferrari. Now suppose that ndvgas station turns out
to exist. Would it make sentence (23) trivially false or i@ily true? The speakers
we consulted were not sure about this judgement. Howeven #sentence (23)
does not make an existence statement, the sentence snpdilgsthat a gas station
that sells the relevant type of oil exists somewhere. We dosimilar existence
implications with all spatial indefinites that we considire

Now let us consider an additional factor. Even the most pypioal of spatial
PPs also have non-spatial usages. With such non-spatgdsisthe prepositional
expressiorfar from it becomes easier to avoid an existential implication. @ers
for instance the following sentence.
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(24) Leonhard is far from a proof of his conjecture.

In contrast to sentence (23), sentence (24) does not makel@auy statement or
implication about the existence of a proof. If Leonhard'sjeature in (24) turns
out to be disproved, that would not be in contradiction totsece (24). For this
reason, sentence (24) is correctly analyzed as the uniaeatament below, which
Is straightforwardly derived for (24) by the PEH, and whislstandardly true if no
proof exists to Leonhard’s conjecture.

(25) ‘For each possible proaf of his conjecture, Leonhard is far fromi.

These and similar examples suggest that indefinitespatial PPs as in (23)
have an existence entailment (or presupposition/implredt also when the sen-
tence they give rise to is not purely existential, i.e. aquivalentto an existence
statement. By contrast, when no spatial location is assu®d (24), the in-
definite may be purely non-existential, e.g. purely unigkes analyzed in (25).
This opposition between spatial and non-spatial PPs may 8ke a complicating
factor for the PEH, which does not assume any built-in ersteentailment with
spatial indefinites. However, as we shall see in sectioni$ gttistence entailment
is expected under standard formal assumptions on spafis#€ions.

3.2 Extensionality of spatial indefinites

The variability in triggering existence entailments witidefinites in spatial and
non-spatial PPs should be distinguished from their unifextensionality A well-
known fact about indefinites is that they are highly sensitovintensional contexts.
A classical example is the intensional vdook for. Consider sentences (26a) and
(26b), which only differ in the identity of the nouawyeranddoctor. The inten-
sionality of these sentences is can be shown by observihg¥ba in contexts like
(26¢), where the extensions of the two nouns are the samegpfdie sentences
(26a) and (26b) may be true while the other is false.

(26) a. Johnislooking for a lawyer.
b. Johnis looking for a doctor.

(26c) Context:All lawyers are doctors and all doctors are lawyers.

With locative PPs we found no intensionality effects conapée to the classical
one in (26). Consider for instance sentence (27) in the xo(R&c).

¥The same effect appears with universal quantification inahedvironments as in the following
example.
(i) Every proof of his conjecture must/will/would/shouleke much of Leonhard’s time.
Similarly to (24), sentence (i) is infelicitous in contextlere it is known that the conjecture is false,
but makes no existence assertion about the provabilityeottimjecture.
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(27) a. Johnis far from a school.
b. Johnis far from a church.

(27c) Context:All schools are churches and all churches are schools.

In context (27c), the spatial sentences (27a) and (27b)rbeceuivalent. Fur-
thermore, this kind of equivalence also holds for non-gphatsages ofar from.
Consider for instance sentence (28), in the context of (28c)

(28) a. The world is far from a social revolution.
b. The world is far from a solution to the inequality betweeople.

(28c) Context: Every social revolution is (or would be) a solution to thednality
between people, and every solution to the inequality betyweeple is (or would
be) a social revolution.

Context (28c) claims that the two properties that are dehbtethe descriptions
social revolutionandsolution to the inequality between peojple co-extensional.
In this context, being far from one of the properties meamsdgfar from the other,
I.e. sentences (28a) and (28b) become equivalent. Thesaleoations justify our
assumption in the PEH that when analyzing expressions ssifér drom a gas

statior/'schoolor far from a proofrevolution we should only consider thextension

of the relevant properti€.

3.3 ‘Specific’ spatial indefinites and thea/some distinction

The non-existential (or semi-universal) interpretatidrspatial indefinites in sen-
tences like (21) or (24) is not necessarily their only intetgtion. As latridou
(2003, 2007) points out, when their descriptive contene&@vy enough, spatial in-
definites may get a ‘specific’, wide-scope existential iptetation. Consider for
instance sentence (29) below.

(29) We're far from a/some gas station that | read about irgthde.

The likely interpretation of sentence (29) is that (at lase gas station that | read
about in the guide is far away. The sentence does not neig¢ssaan that all gas
stations that | read about in the guide are far away. ThisCifipg or wide-scope
existential interpretation is expected by most theoriaadéfinites!®

MIncidentally, note that despite their equivalence in thetext (28c), which indicates extension-
ality, the non-spatial sentences (28a) and (28b), sirgitar(24), make no claim about the existence
of a social revolution or a solution to inequality.

5The discussion that follows presupposes an account ofifigendefinites as wide scope ex-
istentials (Ruys 1992, Abusch 1994, Reinhart 1997, Wing&7). Other proposals (Fodor & Sag
1982, Farkas 1997, Schwarzschild 2002) assume domaiictiests in the context to account for
such indefinites, or a combination of domain restrictionthvai choice-function analysis (Kratzer
1998, Chierchia 2001, Winter 2004). Here we do not pursuedmextual/domain-restriction ap-
proach to ‘specific’ indefinites, and whether it can be corabliwith our analysis of spatial indefi-
nites is a point for further research.
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In (30) below we summarize the behavior of spaiandsomendefinites, with
or without rich descriptive content. The notation ** medunsavailable interpreta-
tion” and ‘# means “unlikely interpretation”.

(30) a. We're far from a gas station. (universal, # existential)
b. We're far from a gas station that | read about in the gui{29)) (#universal, existential)
c. We're far from some gas station. (*universal, existential)

d. We're far from some gas station that | read about in theeguid (*universal, existential)

Also in other linguistic contexts, tresomeand descriptive content parameters
affect systematic differences in their syntactic/sentabé&havior (see e.g. Chier-
chia 2005, pp.145-6). For instance, the contrasts in (3bwbshow that also with
respect to the generic/existential variation, indefinitelsabitual sentences show a
similar pattern to their behavior in spatial constructiassn (30).

(31) a. Adogbarks. (generic, #existential)
b. A dog that | know barks. (#generic, existential)
c. Some dog barks. (*generic, existential)

d. Some dog that | know barks.(*generic, existential)

The a indefinite in (31a) prefers a generic interpretation, whickaptured using
properties or ‘kinds’ (Carlson 1977.When more descriptive content is added as
in (31b), the existential reading of the indefinite takesro®y contrast, thesome
indefinite in (31c-d) resists the generic interpretatiord anly allows the existential
reading. This pattern in (31) is identical to the patternesbed with the spatial
indefinites in (30), where tha indefinite allows a property analysis and tame
indefinite rules it out.

3.4 Spatial indefinites and kind-denoting nouns

In her property-based analysis of indefinitestlere sentences like (32) below,
McNally (1998) points out interesting relations betweedefinites and ‘kind’-
denoting nouns. Consider for instance McNally’'s examphe&Ba-b) in contrast
with (34a-b).

(32) a. There was a doctor at the convention.

b. Martha has been a doctor.

(33) a. There was every kind of doctor at the convention.
b. Martha has been every kind of doctor.

(34) a. *There was every doctor at the convention.

b. *Martha has been every doctor.

18For more discussion of the restrictions on generic readirigsindefinites, see Cohen (2001)
and references therein.
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McNally proposes that the indefinites in (32) are licensezhbse they are property
denoting, andhereand copula constructions select for properties. As evieéoic
this proposal, McNally shows the acceptability of ‘kindrddéing’ NPs in (33), as
opposed to NPs denoting ordinary entities in (34).

Spatial indefinites show the same relation with kind-dergtiouns as those
pointed out by McNally for indefinites as in (32). Consider fiostance sentence
(35) below, in the context of Michael’s race in the deserc)23

(35) Michael is far fronthe kind ofgas station that sells this type of oil.

Sentence (35), like (23) above, requires that Michael ifrfam all gas stations that
sell this type of oil (assuming that such stations exist).ilAMcNally’s proposal,
this supports our treatment of spatial indefinites as ptyggkmnoting. An analogous
pattern, parallel to McNally’s proposal and in agreemerthwieories of plurals,
will be the basis for the analysis of plural definites and tgredenoting nouns in
section 4.

3.5 Property-denoting indefinites: collective and non-cdéctive
readings

In our discussion above we have pointed out the parallelistwéen the spatial
use of singular indefinites and their generic (kind-refegyiinterpretations. Let us
consider another common feature of singular indefiniteduding spatial ones —
their resistance to collectivity, as opposed to plural firdesl’ A well-known
collectivity distinction between genera&indefinites and bare plurals is illustrated
by the following contrast (Krifka et al. 1995, p.89).

(36) a. #Aliongathers near acacia trees.
b. Lionsgather near acacia trees.

Sentence (36a) makes the odd implication that a single liaysomehow ‘gather’.
By contrast, the bare plurals in sentence (36b) lead to aatole generic interpre-
tation, which roughly states thgtoupsof lions tend to gather near acacia trégs.

Spatial sentences show the same kind of contrast betwegulairand plural
indefinites. Consider (37) and (38) below.

(37) a. *The house is between/among a lake.
b. The house is between/among lakes.

(38) a. The circle isin/inside a square.
b. The circle is in/inside squares.

Contrasts in collectivity between singular and plural teramne of course a general fact about
English, as irtthe/every teacher gathered in this roemthe/all the teachers gathered in this room
(Winter 2002).

BAnother familiar contrast that may belong in the same claga uinicycle has wheeiss. unicy-
cles has wheels
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Figure 3: The PEH and singular/plural reference Sentence (38b), with the plural
indefinite ‘squares’, is true in both figures (a) and (b). Bytrast, sentence (38a), with
the singular indefinite ‘a square’, is only true in figure (a).

With the prepositionbetweerandamongin (37a), the contrast between singular
and plural descriptions is well-known. A less familiar c@ast with spatial indef-
inites is exemplified in (38). Sentence (38b), with the plumdefinite squares
allows the circle to be contained in the union region of someases, with overlap
between different squares (Figure 3BBy contrast, in sentence (38a), the singular
indefinitea squarerequires that there be at least one square that completely co
tains the circle. Thus, (38a) is true in Figure 3a, but fatsehighly unacceptable,
in Figure 3b.

Thus, on top of the requirement that the extension of spaifinites is non-
empty (section 3.1), we see that singular spatial indefimegquire a singulawitness
to the spatial relation. The PEH in its current formulatia®sd not formally address
this requirement, and leaves contrasts as in (37) and (38atad. We do not try
to account here for this and other contrasts between singnthplural indefinites.
Our point here is only to highlight the similar contrasts efved with other usages
of property indefinites like the generic sentences in (36i)e Of the possibilities
mentioned in the literature (Chierchia 1998) to accounstarh contrasts is to draw
an ontological distinction between ‘singular propertiasd ‘plural properties’.

3.6 Spatial negative polarity items and preposition monotnicity

Another aspect of the PEH is the possibility it opens for yrialy contrasts as in
(39) and (40), with the spatial use of negative polaaity (latridou 2003, 2007).

(39) a. Michaelis far from any gas station.
b. ?Michael is close to any gas station.

19The acceptability of sentence (38b) in Figure 3a is somedégitaded when compared to Figure
3b. We believe that this effect, which also appears withglldefinites (cf. section 4), is related to
the complex implications of plurality (Zweig 2009). Howeyim a proper context, sentence (38b) is
definitely OK in Figure 3a. For instance, consider the follogwdiscourse.

(i) Squares represent areas covered by radars; the circle sgpres a huge flying objecAt this
point of time, the circle is inside (the) squarégnce the radar computer can fully describe the
real shape of the object.

By contrast, we have found no similar context that licensegence (38a) in Figure 3b.
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(40) a. This parkis outside any urban area.
b. ?This park is inside any urban area.

A well-known account (Fauconnier 1975, Ladusaw 1979) ofitigg polarity items
(NPIs) like any describes them as being licensed by downward entailing@mvi
ments. Using the PEH, the monotonicity of the prepositiangiressions in (39)
and (40) is indeed characterized as expected by the Fawrdradusaw General-
ization. Consider for instance the following entailments.

(41) a. My country is far from Eurasia> My country is far from Asia
b. My country is close to Eurasiab My country is close to Asia

(42) a. My country is outside Eurasia= My country is outside Asia
b. My country is inside Eurasia > My country is inside Asia

With the spatial relationfar fromin (41a), being far from a regioR (e.g. Eurasia)
entails being far from any region containedin(e.g. Asia). Following J. Zwarts
and Winter (2000), we can characterize this inferentialavedr of the spatial re-
lation far from asdownward monotonicityBy contrast, the relatioolose tois not
downward monotone, as illustrated in (41b). Similarly, {hen-)entailments in
(42) characterize the relatiayutsideas downward monotone, and the relation
sideas not downward monotone. The parallelism between (39)i$4hmediately
accounted for by the PEH and the Fauconnier-Ladusaw Gézregrah. To verify
that it is indeed the case, consider the following simplsizer of the generalization
(von Fintel 1999).

Fauconnier-Ladusaw Generalization.An NPI is only grammatical if it is in the
scope of an expressiensuch thain’s denotation is downward monotone.

The PEH uses a non-quantificatioqmbperty denotation and analyzes spatial
indefinites as properties in the scope of the spatial relati€ontrasts in (39)-
(40) are directly explained by using the Fauconnier-Ladu&seneralization and
the monotonicity contrasts in (41)-(42). As further suggor the interaction be-
tween the PEH and the Fauconnier-Ladusaw Generalizabmsjaer the following
entailment with spatiad-indefinites.

(43) a. Michael is far from a gas station= Michael is far from a big gas station.
b. Michael is close to a gas station% Michael is close to a big gas station.

(44) a. This park is outside an urban area This park is outside an industrial urban area.
b. This park is inside an urban aregb This park is inside an industrial urban area.

The entailment patterns of (41)-(42) involve proper nam#hk & part-of contain-
ment relation Asia, Eurasid. The PEH similarly analyzes the entailments of (43)-
(44) as involving a containment is between the extensiotiseopropertiedig gas
statiorigas statiorandindustrial urban are@urban area hence also between their
respective eigenspaces. A traditional existential amalyfsthe indefinites in (43)-
(44) would not account for these (non-)entailments. Fotaimse, in (43), if there
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is a gas stationr s.t. Michael is far fromz, it does not follow that there is such
a big gas station: existential quantification is not downwardaotone, of course.
Hence, the distribution of NPI spatial indefinites as in (88)l (40) would be prob-
lematic for an existential analysi$. In section 5 below we will analyze in more
detail the monotonicity properties of locative relatiomsldheir relations with the
property-based analysis of the PEH.

4 Spatial collective descriptions and the Collection-
Eigenspace Hypothesis

In section 2 we introduced basic assumptions of our propspatial semantics of
property-denoting indefinites. In this section we focus ommals likethe moun-
tains or the mountain chainwhich are analyzed as referring to collections. Ac-
cordingly we classify such nominals asllective descriptions As we will see,
when collective descriptions appear within spatial PPg tingerpretation shows
non-trivial variability similar to that of spatial indefiteis. Following our treatment
of property-denoting indefinites, we hypothesize thatemibns can also be lo-
cated, similar to properties, by having their eigenspadi@ei@ as the union of their
members’ regions. However, we also point out some systendéferences be-
tween spatial indefinites and spatial collective des@ii We propose that these
differences follow from a ‘referential unity’ of collectis which is absent with
properties. In the spatial domain this referential unitgvaé collections, in addi-
tion to their union eigenspace, to also be located at thectianal hull’ of their
members’ regions — this eigenspace of collections conthieis members’ union
eigenspace, but may require some sort of spatial contiguiy geometriconvex-
ity. For instance, the eigenspace of a mountain chain is a rélgadrcontains the
relevant mountains, but possibly also valleys that wouldbeoclassified as part of
any mountain in the chain. We propose that the functiondigénspace of collec-
tive descriptions follows from their ‘impure atom’ denatat (Link 1984, Landman
1996). Following J. Zwarts and Winter (2000), we use thisodation together with

20For a related puzzle , see ‘adversative licensing’ of NRlisstrated by the following examples
(von Fintel 1999).
() a. Max avoided any confrontation.
b. ?Max faced any confrontation.
(i) a. Maxrejected any proposal to sell the company.
b. ?Max accepted any proposal to sell the company.
210ne topic relevant for spatial indefinites that we could radrass in this section involvés-
corporated nominals These are cases where a nominal element becomes part oériheather
than appearing as a prosodically separate argument (varh@een 1998, Chung & Ladusaw 2003,
Farkas & de Swart 2003, Carlson 2006). We believe that iraratppn, and especially its studied
connections with ‘de dicto’ indefinites (Zimmermann 1998nvGeenhoven & McNally 2005) can
be theoretically linked to the behavior of spatial indeésit However, the study of such possible
links must be deferred for further research.
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a convexity principle to account for the differences we obséetween spatial col-
lective descriptions and spatial indefinites.

4.1 Interpretative variability with spatial collective descriptions
Consider the contrastive pairs of sentences in (45) and(f8)) below.

(45) a. The house is far from the mountains.
b. The house is close to the mountains.

(46) a. Michaelis far from these gas stations.
b. Michael is close to these gas stations.

In order for (45a) to be true, the house must be far from alléevant mountains.
By contrast, in (45b) the house may only be close to one of themains. A similar
contrast appears in (46).

The contrasts in (45) and (46) involve spatial interpretadiof plural definite
descriptions. Similar contrasts appear with spatial prestations of singular defi-
nites that refer to collections of entities. Consider fatance the pairs of sentences
in (47) and (48) (=(2)).

(47) a. The house is far from the mountain chain.
b. The house is close to the mountain chain.

(48) a. Michael s far from this group of gas stations.
b. Michael is close to this group of gas stations.

The singular descriptionsountain chairandgroup of gas stations (47) and (48)
show a similar spatial interpretation to that of the plurahmnals in (45) and (46).
In order for the house to be far from the mountain chain in Y47has to be far
from each individual mountain. But being close to the moumthain in (47b) only
requires being close to one mountain. A similar contraseappin (48%2

The interpretative contrasts with the collective desim above are very sim-
ilar to those that we have observed in section 2 with spatdgfinites. Our aim in
this section is to extend the PEH in order to account for tierpmetation of spa-
tial collective descriptions. This will be done by using anpiple similar to the
PEH, which we call theCollection-Eigenspace HypothegSEH). The collective
descriptions that the CEH addresses are primarily plurhites (e.g.the moun-
taing) and collective singular definites (efipe mountain chaiy?® Ignoring some

2?Following our remarks in section 2 on the reasoning in (18 $ame analysis above holds
when the collections are described by proper names. Thusntarce likehe house is far from
the mountain chaimas the same spatial interpretatiorttas house is far from Sierra Nevad@oth
sentences entail that the house is far from any mountaireinelevant mountain chain. See section
7 for further discussion of this general point.

Z\We here ignore collective singular indefinites l&enountain chairas well as indefinite plurals
like (som@ mountains For some remarks on such NPs see section 4.5.
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important differences between these two kinds of NPs, watimely assume that
both of them are associated wiktsof entities. For instance, we assume that the
noun phrasethe mountain@ndthe mountain chaifoth are associated with a set
M, where each member @f is a single mountain.

Using these intuitive assumptions, we state the Collediigenspace Hypoth-
esis below, as a first approximation for treating spatiadkctive descriptions.

Collection-Eigenspace Hypothesis (CEH, v1)The eigenspace of a collectidn
is the union of eigenspaces féfs members.

This version of the CEH is almost identical to the PEH. As suthccounts for
the contrasts in (45)-(48) in the same way that the PEH ad¢sdanthe contrast in
(8). Consider for instance examples (45) and (47). In seee(®5a) and (45b), the
CEH treats the eigenspace of the set of mount&ires the union of eigenspaces for
single mountains. For the house to be far from this uniororegihas to be far from
all the single mountains. By contrast, in (45b), in ordertfoe house to be close
to the union region it only has to be close to one of the moustaDur account of
sentences (47a) and (47b) is analogous, since the demotdtize mountain chain
is also associated with the seft of single mountains.

On the background of the discussion in section 2, this arsaeems natural
enough. However, the above statement of the CEH and itsipggsorof simple
contrasts like (45)-(48) ignore some of the challenges ¢bHective descriptions
introduce for spatial semantics. In the rest of this seatteranalyze more data and
their implications for the conception of the PEH and the CE¥.will concentrate
on some points where spatial collective descriptions dififem spatial singular
indefinites. These phenomena will lead us to a revised seateofithe CEH, which
is still based on the PEH but takes into account the specalifes of collective
reference.

4.2 Impure atoms and the context-sensitivity of collectiveefer-
ence

Consider sentence (49) below in the situation of Figure 4a.
(49) The road is ten meters away from the utility poles.

This sentence is easily interpreted as true in Figure 4arenthe poles form a line
segment perpendicular to the road, at a distance of ten snieten it. The CEH
correctly analyzes this effect: since the union region efgbles in Figure 4a is ten
meters away from the road, the CEH models sentence (49)astthis situation,
as intuitively required. This interpretation could alsodmhieved using existential
quantification, since only one pole in Figure 4a is ten mederay from it. Let us
now consider sentence (49) in the situation of Figure 4bs Tigure is constructed
so that the distances from the road to the poles in it are time s in Figure 4a.
However, in contrast to Figure 4a, in Figure 4b it is hard telipret sentence (49) as
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Figure 4: ‘The road is ten meters away from the utility poles (49). The double
arrows represent a distance of ten meters. In (a) the poles #oline, which is easily
conceived of as an impure atom, ten meters away from the rbadb) the chaotic
arrangement of the poles makes it harder to interpret thegblas referring to an
atom, and consequently the distributive reading becomesipient, which makes the
sentence false. In (c), an impure atom interpretation i @inceptually hard but the
distributive reading is true, hence also the sentence.

true. This fact is unexpected by both the existential amsabysd the version of the
CEH above, since the distances from the road to the polesméhegasame. What is
then the origin for the different judgements about (49) mtilkio figures? Intuitively,
the only relevant difference between Figure 4a and Figures 4t the ‘referential
unity’ of the set of poles. The arbitrary looking constatatof the poles in Figure
4b makes it harder to consider them as a contiguous unit.0Rahy, this lack of
spatial contiguity rules out the union region interpretatof the plural definitehe
utility polesin (49).

But why should spatial contiguity be needed for a union regigerpretation
of plurals? In order to answer this question, let us brieflgsider the semantics
of plurality as treated, among others, by Link (1984) anddman (1989, 1996).
According to Link and Landman, one important origin for ealivity with plurals
is their so-called ‘impure atom’ interpretation. Accorgito this analysis, the col-
lective interpretation of a plural likéhe utility poless derived by associating its set
denotation — a set of single poles — with a simple (‘atomiotjtg in the domain of
singular entities. In sentence (49), this ‘impure atom’resents the collection of
poles and is co-referential with singular NPs like collection of polesr the line
of poles The way in which a plural definite is associated with its imgatom de-
notation is highly sensitive to contextual factors. In es like Figure 4a, where
the poles form a line, it is easy to associate them with an @tentity. As a result,
in Figure 4a, the plural definitéhe utility polesin (49) is easily associated with
an eigenspace of its own. But the association of the plurtd am impure atom
is harder in contexts like Figure 4b, where the poles do nehfany cognitively
contiguous unit. Consequently, in Figure 4b the plural diefilacks an eigenspace
of its own, and sentence (49) cannot be interpreted as traidurther evidence for
this context-sensitivity of collective reference, Yaeg§ev (p.c.) points out that
sentence (49) becomes better if we zoom out on Figure 4b sthih@oles can be
conceived of as one contiguous ‘cloud’.
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This context sensitivity of plural definites contrasts witle behavior of spatial
singular indefinites. Consider for instance sentence (80w in the context of
Figures 4a and 4b.

(50) The road is ten meters away from a utility pole.

Unlike sentence (49), sentence (50) is equally interprasadue in both Figures 4a
and 4b. Thus, with the indefinit utility pole, the spatial contiguity of the poles
does not play a role. As expected according the PEH, whaensdtir the truth of
(50) is only the distance between the road and the unionmegjithe poles, without
the effect of ‘spatial contiguity’ that we observed in (49)Ve propose that, in
contrast to the context-dependency of impure atom referauit plurals, singular
indefinites denote properties as thedsic denotationAs a result, in sentence (50)
contextual factors do not affect the association of thefinde with a property and,
consequently, with its union region eigenspace. Theregeetence (50) shows no
truth-conditional difference between Figures 4a and 4b.

How are plural definites as in (49) interpreted when refez¢n@n impure atom
fails? The falsity of (49) in Figure 4b suggests that the eace is interpreted
distributively, similarly tathe house is ten meters away from eacthefutility poles
This distributive interpretation of (49) is false in Figute. As a further observation
about the role of distributivity in (49), consider Figure 4o contrast to Figure 4b,
sentence (49) is easily interpreted as true in Figure 4c. édewy intuitively there
is little difference in the spatial contiguity of the polestlyeen Figures 4b and 4c.
In both situations, it is hard to see the poles as one ‘refedennit’. Thus, the
truth of sentence (49) is likely to have different originskigures 4a and 4c. In
Figure 4a, the truth of the sentence must follow from the nr@menspace of an
impure atom associated with the plural. By contrast, in Fegdc, the intuitively
true interpretation may simply be a matter of distributiventification over single
poles: unlike Figure 4a, in Figure 4c each pole is ten meteay drom the road.

To summarize, the property-based analysis of singulafimitks and the collec-
tive interpretation of plural definites both involve set®atities. However, we have
observed two special properties of plural definites tha&tcftheir spatial interpreta-
tion.24 First, a union eigenspace of plural definites requires the associated with
an impure atom. This process is sensitive to contextuabfadf referential unity.
By contrast, deriving a union eigenspace for spatial indteBrinvolves no referen-
tial unity of the set of entities in the property’s extensi@gcond, independently of
their union eigenspace interpretation, plurals have aibiigtve interpretation. This
distributive interpretation becomes prominent in corgexthere reference to an im-
pure atom fails, and it leads to an alternative analysis®ptlral definite, roughly

24The discussion above ignores collective singular desoript Sentences likéhe house is ten
meters away from the collectiaf utility polesare more easily interpreted as true in Figure 4b than
sentence (49). In this case, the obligatory atom referehtteesingular nourtollectionprevents a
distributivity effect (de Vries 2012), and the expliciteeénce to an impure atom supports referential
unity even in a messy constellation of poles. See sectiodl@v for more on the spatial effects
appearing with singular collective nouns.
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Figure 5: Convex hullsand functional hulls. In (a) the point may be consideratide
the ring since its eigenspace is contained in tdoevex hullof the ring’s eigenspace
as depicted in (b). More generally, thignctional hullof an entity’s eigenspace may
be different than its convex hull (Herskovits 1986): in (tjeoof the points may be
considerednside the wine glaswhile the other point i®utsidethe glass, even though
both points are contained in the glass’s convex hull.

corresponding to universal quantification over the coidecs members (Scha 1981,
Dowty 1986, Brisson 1998, Winter 2000).

4.3 Impure atoms and eigenspace convexity

The previous section showed evidence that reference tautienptoms’ leads to
context-sensitivity of the eigenspace interpretationlofads. Furthermore, we will
now see that when it is available, the impure atom strategy affects the geo-
metrical shape of the eigenspace. In previous work on dpat@essions (e.g.
Herskovits 1986, Jackendoff & Landau 1991, Zwarts & Wintép@), it has of-

ten been observed that there is systematic vagueness mgimguhe choice of the
eigenspace with simple singular definites. Consider faamse Figure 5a. In this
figure we can truthfully describe the point as either beirgide the ring or outside
the ring. Which of the two descriptions is preferred depempragmatic factors.
For instance, suppose that the ring represents a pack oflbalnasing a fox, and
the point represents the fox. In this case it is natural temles Figure 5a using
sentence (51) below.

(51) The fox is inside the ring of hounds.

By contrast, suppose that the ring represents a bagel amithterepresents a bug.
In this case it is more natural to describe Figure 5a usinteser (52) below, e.qg.
as support for the claim that the bagel is bug-free.

(52) The bug is outside the bagel.

A plausible conclusion from these and similar example$asdescriptions like
the ringor the bagelmay be associated with two different eigenspaces. Under one
strategy, as in sentence (51), the eigenspadbeofing covers the whole circular
area that the ring surrounds. This analysis of (51) is fanthiag if the eigenspace
for the ring of hounds is treated as a disc that contains tke tdinder the other
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strategy, as in (52), the eigenspace of a noun phrase¢héeng or the bagelhas
the expected shape of a ring. The prepositiatsidein (52) requires that this ring
eigenspace be disjoint from the location of the Bug.

But how can sentence (51) allow a disc shape to be used agjtiespace of a
noun phrase likéhe ring? Our proposal, following J. Zwarts and Winter (2000), is
that the eigenspack of a collective description can be freely shiftedis convex
hull. Intuitively, a convex hull of a set of points is the smallest set that ‘envelops’
R and has a convex shape. More formally, the standard tomzlbgptions of
convexityandconvex hullare defined as follows.

Convexity and convex hull A set of pointsA is convexf the line segment between
any two points inA is fully contained inA. The_convex hulbf a set of pointsA is
the smallest convex setnv(A) that containsA.

Figure 5b illustrates the convex hull of the ring in Figure Baing convex hulls, we
assume that collective NPs that have a non-convex eigeagpaclso associated
with an alternative, convex eigenspace. For instance,tamative eigenspace of
the noun phrasthe ring of hound# sentence (51) has a disc shape, which accounts
for the truth of this sentence in Figure 5a.

It should be remarked that the convex hull analysis thalustilated by sentence
(51) is only a simple example of the complex conceptual edkhat determines
eigenspaces of objects. To see a case where the convex alykians insufficient,
consider the example by Herskovits (1986) that is reprodiucd-igure 5c. Both
points in this figure are within the convex hull of the winegfa However, only
one of the two points can be consideredrasde the glassThe reason for that is
unlikely to be geometrical. What determines the ‘insideaafiass here is function:
the way glasses are normally used. A discussion of this gpes beyond the
scope of the paper, but it should be kept in mind when consigéne vagueness or
ambiguity in the determination of eigenspaces. To take abthis general point,
we occasionally refer to the convex hull analysis as anircgt@f a ‘functional hull’
analysis, whose details require further elaboration.

We have discussed the convex hull interpretation of sest€st), which in-
volves a singular spatial definite. As expected by the imjatioen analysis, similar
effects also appear with plural descriptions. Considerrstance the following
example (Herskovits 1986).

(53) The worm is in/inside the apples.

Suppose that the set of apples in sentence (53) end that the apples iA form

a heap. One possible but unlikely interpretation of (53hat the worm is inside
each apple iMd. However, (53) can also be true when the worm is not insida eac
individual apple, but still within the boundaries of the pedhe worm may even be

2The discussion above relies on the natural analysis of tepgsitioninside as describing
eigenspaceontainmentand of the prepositionutsideas describing eigenspadesjointness See
more on this standard analysis in section 5.1.
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outsideeach apple im, as long as it is within the heap boundari&d/Ve propose
that this effect illustrates the ‘impure atom’ interpretatof plurals, under a func-
tional hull eigenspace of the heap. The analysis goes asv®llin the proper con-
text, the impure atom strategy interprets the defitiiteapplesn (53) as an atomic
entity a. The basic eigenspace ofis the union of the single apples’ eigenspaces.
This region is not convex, since there may be ‘holes’ betvikerapples. With this
non-convex eigenspace thfe applessentence (53) requires the worm to be inside
the body of one or more apples. However, an alternative sjggae of the entity
is the convex/functional hull of the apples’ union regiorhisiconvex eigenspace
allows an interpretation of (53) where the worm is in the gaaetween the apples,
but still outside each of them.

Further, note the contrast between the following sentences

(54) a. The worm is outside the apples.
b. The worm is outside the heap of apples.

Let us again suppose that the apples in (54) form a heap. i®@entg4a), like (53),
allows both a convex and a non-convex eigenspacth®applesUnder the convex
interpretation, the worm in (54a) is required to be outsiaelteap of apples. Under
the non-convex interpretation of (54a), the worm is onlyuieed to be outside each
of the apples, but it might still be among them. Sentence)G4ike (54a), only
allows the convex interpretation tiie heap of applegshe worm cannot be among
the apples, and its location must be disjoint from the heapealenveloping the
individual eigenspaces of the apples. This shows the drralm of lexical choice
for determining a description’s eigenspace. With nouns flikg and bagelas in
sentences (51) and (52), the eigenspace of the descripagnbe non-convex or
convex. By contrast, in (54b), the description with the ndwapis univocally
convex. We conclude that nouns that describe physical shidgeering, bagel,
heapor pile put different lexical restrictions on the shape of the egpate with
which collective descriptions may be associated.

Our proposal regarding impure atoms and convexity witheobiVe descriptions
Is summarized below.

Impure atoms and convexity. Under its impure atom interpretatiosm a collective
descriptionExXP may be associated with the unionais subpart eigenspaces or any
‘functional hull’ of this union.

1. WhenexP is associated with a non-convex eigenspdtean alternative
eigenspace aExP is R’s convex hull, denotedonv( R). The choice between
R andconv(R), or any other functional hull, depends on contextual fastor

2. Collective nouns likeheap or ‘ pile’ can only be associated with a convex
eigenspace, due to their spatial lexical meaning.

26A relevant context: suppose that you're a health freak whfrsid that a worm might touch one
of his apples. Someone sees a worm crawling towards yourifaveap of apples, and shouts: “oh
no, it is now inside the (heap of) apples!”.
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Figure 6: ‘The houseis (exactly) 10m away from the (row of) utility poles/a utility
pole’: with the collective descriptiothe (row of) utility polesthe sentence may be true
in this picture, even though there is no pole that is ten metery from the house. This
is not the case for the spatial indefingautility pole with which the sentence requires
that there be a utility pole closest to the house and ten mateay from it.

Crucially, we assume that these convexity/functionalityggsses apply exclu-
sively to impure atoms, and not to properties. This is the feyor that governs
differences in spatial semantics between property-degatidefinites and atom-
denoting collective descriptions. Consider for instartoe sentences (55) in the
context of Figure 6.

(55) a. The house is (exactly) 10m away from the (row of) tytiholes.
b. The house is (exactly) 10m away from a ultility pole.

The poles in Figure 6 conceptually form a line that is ten msetavay from the
house. The sentences in (55a), with singular and plura¢cioe descriptions, are
both true in this situation. This is despite the fact that imyle pole is ten me-
ters away from the house. By contrast, sentence (55b) igivaly false in Figure
6. This contrast between (55a) and (55b) is expected by alysis above. The
truth of the sentences in (55a) in Figure 6 cannot follow alyefrom the union
eigenspace of the poles, since this union is more than tearmatvay from the
house. Thus, to make (55a) true in Figure 6, the eigenspatteafollective de-
scriptions in (55a) must be a line segment representingdvedf) poles. This line
is the convex hull of the poles’ eigenspaces, and its distémoen the house is ten
meters. The convex hull interpretation is available in eeo¢ (55a) with the singu-
lar collective definite and plural definite, but unavailafdethe singular indefinite
in (55b). Our conclusion is that the convex/functional haithtegy is strongly as-
sociated with the impure atom interpretation of singuladt ptural definites. The
property denotation of singular indefinites as in (55b) tathe ‘referential unity’
of collections. This blocks the convexity operator or artyastspatial operator gen-
erating a ‘functional hull’ of the property’s eigenspace.
A similar contrast is observed in (56) below (cf. (53)).

(56) a. The wormis in/inside the (heap of) apples.
b. The worm is in/inside an apple.
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In (56a), the convexity of the heap allows the sentence todestiso when the worm
is only in the space between the apples (cf. (53)). This catwes possible due to
the impure atom denotation of the collective descriptidyscontrast, in (56b), the
property denotation of the singular indefinga applecannot be associated with a
convex eigenspace. This is because whenever there are tmorerapples, their
union region is not convex, and the convex hull strategy Ig awailable for impure
atom denotations, not to property denotations. As a reift) requires that the
worm be inside one of the apples.

4.4 Revised CEH and summary

Given the observations and theoretical discussion aboy@twoduce the following
revised version of the CEH.

Collection-Eigenspace Hypothesis (CEH, v2)The eigenspace of afimpure
atoma is the union of eigenspaces fas members, or the convex/functional hull
thereof.

This statement of the CEH leaves two interpretative effextbe determined by
contextual and lexical factors: (i) Whether a plural dgston denotes an impure
atom is determined by the context. (ii) The eigenspace ofrgoure atom is either
the union of its members’ regions, or their convex/funcaioimull. Which of the
two candidate eigenspaces is chosen is determined by ¢oatek in the case of
collective nouns, also by their spatial lexical meaning.

With these assumptions, we account for the systematicaststshown between
singular indefinites and collective descriptions. As theHGESsumes, assigning a
location to a plural noun phrase requires conceiving it agrgure atom. This
‘referential unity’ is not required when locating propedgnoting singular indef-
inites. On the other hand, the revised version of the CEHaallshifting a union
eigenspace to a convex eigenspace when locating impuresatdhis process is
not allowed by the PEH for singular indefinit€sThese theoretical principles are
graphically summarized in Figure 7.

4.5 A note on bare plurals

Further work is required on the spatial behaviobafe plurals As far as we were
able to check, in the relevant aspects these NPs behave hsbrigxpected, com-
bining effects of indefiniteness and plurality. Considarifestance the following
sentences.

(57) The road is ten meters away from utility poles.
(58) The house is ten meters away from utility poles.

27As mentioned in section 3.5, singular indefinites are alsoemestrictive than collective de-
scriptions in their ability to refer to groups, due to indegdent restrictions on ‘singular properties’.
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Figure 7: Set-based denotations and eigenspaces of singuiadefinites and col-
lective descriptions Singular ‘a’ indefinites denote properties, whose eigenspia
the union region for entities in their extension. Colleetsingular and plural definites
may be associated with an ‘impure’ atom. The eigenspacecbfau atom is either the
union region for its member entities, or the convex/fumaldull of this region.

In sentence (57) the bare plural shows an existential ef@mtsider for instance an
‘accidental’ arrangement of the poles as in Figure 4(b)where two poles (rather
than one) are exactly ten meters away from the road. The Ibaral ijn sentence
(57), like the singular indefinite in (50) and unlike the @ludefinite in (49), allows
sentence (57) to be true. By contrast, in Figure 6, the bamalpih sentence (58)
shows its plural guise: in this situation a convexity pracesrequired for inter-
preting the sentence as true, and in this case the bare pkhmalves more like the
plural definite in (55a) than like the singular indefinite 55b). Another kind of
descriptions that may involve both indefiniteness and ctiliity are collective sin-
gular indefinites likea mountain chainAs with bare plurals, we believe that these
complexities are manageable, but we will not discuss them. he

5 Formal semantics of set-eigenspaces (1): topologi-
cal and distal relations

The two hypotheses developed in sections 2 and 4 associatgparfy-denoting
indefinite or a collective description with a set of entitie$he spatial seman-
tics of these expressions is based on locating this set diesnt determining

its eigenspace Turning the PEH and the CEH into a formal semantic framework
amounts to specifying how eigenspaces are determined angased with other
denotations. This section develops such a formal semafietidecative relations
like ‘in” and ‘far from’, which pertain to theopologyof regions andlistancede-
tween them. Section 6 will extend this treatment for loaat®lations like ‘above’

30



or ‘to the north of’ that pertain tdirections especially when combined with distal
modifiers likefive meters In both sections our analysis follows the same logical
line. First, we analyze simple locative sentences withondéfinites or collective
reference. Second, we look at the implications of this amsalfpr sentences where
eigenspaces are derived from sets of entities accordingetd®EH/CEH. In this
way, we are able to show that central predictions of our amalfiprmally follow
from the PEH/CEH within a conventional formal analysis cés@ meaning.

Subsection 5.1 analyzes topological and distal spatiatiogis as binary rela-
tions between sets gfointsin a metric topological space. This simple ontology
can be easily translated to more complex formal analysegatfed relations (Nam
1995, Zwarts & Winter 2000, Kracht 2002). However, it is sti#éfnt for introduc-
ing, in subsection 5.2, some new observations abdditivity and anti-additivity
of topological and distal spatial relations. Subsecti@f&rther analyzes additivity
in view of some related observations aboutsideentailments’ likenear London
= outside London Consistently with previous accounts (Levinson 2000), we a
alyze such entailments as pragmatic. Subsection 5.4 atwptBar assumptions
about the association of entities with their eigenspacasn@®'rlich 1991, Zwarts
& Winter 2000). Subsection 5.5 tunes this basic proposah wie PEH and the
CEH by associating sets with the union of their members’resgaces. This allows
us to formally analyze the quantificational behavior of sdrasic cases of spatial
indefinites.

5.1 Topological and distal relations

The basic spatial notion we usersgion We here formalize regions as sets of
pointsin a topological spac®. Officially:

Terminology (points and regions). Let M be a topological space. Elementsiaf
are referred to a®oOINTS and subsets af/ are referred to aREGIONS.

Locative expressions are treatedaations between regiond he locative relation
INsiDE IS simply defined as the subset relation between regionslogaoasly, the
relationoutsioeis analyzed as region disjointneSs-ormally:
(59) For any two regiongl andB:
INsiDE(A, B) < AcB
outsibe(A,B) < AnB=g

28Given a setV/, atopological spacever M is a pair(M, T), whereT is a subset op (M) that
satisfies{@, M} c T, and that is closed under arbitrary unions and under fintersections. The
sets inT" are calledopenand their complements it are calledclosed Here we sloppily refer to
the setM itself as a “topological space”.

2%We analyzensideandoutsideas equivalent tcompletely insid@utside This is not always the
case, wit. the felicity ofhe car is insidéoutside the garage, but part of it remains outgidside the
garage.Such alternations betweenmpletelyandpartially interpretations are left beyond the scope
of our formal treatment here.
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We refer toinsideandoutsideastopologicalprepositions. However, many of their
basic uses, as well as those of verbs bkerlapandcontain can be treated as in
(59) using set-theoretical relations alone, without cdesng further properties of
topological spaces. Here we concentrate on these seetiwbuses?

Relying on topology alone is not sufficient for describitigtal concepts like
those expressed by the locatives constructaose toandfar from. In order to an-
alyze such expressions as well, we endow the spatial ot ametric function
d that helps modeling distance between regidndenceforth, we assume a metric
spaceM with the natural topology as our spatial ontology.

Using the metric functiod between points, we define below the natatiatance
functionbetween closed regions.

Definition 1 (distance). For any two non-empty closed regioAs B < M that are
mutually disjoint, we define thdistancebetweend and B by:

pisT(A, B) = min({d(z,y) : x € Aand y € B}).

In words: pist(A, B) is the minimal distance between pointsdrand points inB.
For our purposes here we ignore regiohsand B that are not closed or are not
mutually disjoint32

Using thepisT function, the spatial relatiorsoseto andrar_From are defined as
follows.

(60) For any two non-empty closed regiadsnd B that are mutually disjoint:
cLoseto(A,B) < 0<oist(A,B) <d;
FARFROM(A, B) < pisT(A, B) > ds
whered; andd, are positive reals s.tl; < d».
In words, the relatiorLoseTo holds between regions that are at a positive distance

from one another, bounded from abovedyy Analogously, the relatiorar From
holds between regions, witly as the lower bound for the distance between them.

3%roperly topological properties of these prepositions trapeeded for describing fine-grained
distinctions like the ones between the English prepostiosideandin. Similarly, the prepositions
betweerandamong(Zwarts & Winter 2000) invite using the geographical opemrabf convex hull
(cf. section 4). Asymmetric usagesaitside(e.g.the cat is outside the bass. #he box is outside
the caj are also left untreated here. We believe that these asymesé&illow from the conventional
implicature or presuppositioh might possibly be inside Bat is associated with the senterfcés
outside B

1A metric function over a se¥/ is any functiord : (M x M) — R from pairs of elements in/ to
non-negative real numbers, which satisfies the followimgficelements:, y € M: d(z,y) = d(y, z)
(symmetry);d(z,y) + d(y,2) > d(z,z) (triangle inequality);d(x,y) = 0 iff = y (identity of
indiscernibles). The set/ together with the metrid are called anetric space Any metric space
can be naturally defined as a topological space (Kelley 1}9339).

32\We focus on closed regions because we want to simply andigzgistance between regions as
the minimal distance between their points. The reason for our assumthtai the two regions are
mutually disjoint will become clear when we discuss what \a# the ‘outside’ presupposition, in
section 5.2.
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Both d; andd, are contextually determined. The assumpiprs d, makes sure
that regions are not simultaneously close to each other anttdm each other
in the same context, while leaving open the possibility teuase, if desired, that
dy = dy.33

Further, let us address some distal spatial relations vin@imeasure phrases
(MPs). As we have seen, a rich source of distal relationsiwegomodification of
the spatial expressiorayay) from by MPs like gxactlyat mostat leas) 20 km
This is illustrated in the following sentences.

(61) a. The house is (exactly) 20km from London.

at most

b. The house % less than

} 20km from London.

at least

c. The housei
more than

} 20km from London.

Abstracting away from the measuring unit (meters, kilomgtetc.), let us assume
that measure phrases denote subsets of the non-negativeinebersR*.3* We
thus assume the following natural denotations for the MR61i).

(62) a. 20km = {20}
b. arwmost.20km = {r: r < 20}
LESSTHAN_20kM = {7 : 1 < 20}
C. AT.LEAST20kM = {7 :7 > 20}
MORE.THAN_20kM = {7 : 7 > 20}

Note that in (62b) and (62c), the MP denotations@dwe/nward monotonandup-
ward monotoneets of real numbers, respectively. By contrast, the assul®eo-
tation of MPs like éxactly 20kmis non-monotoné&>®

Generalizing the assumed denotations (60) of the disttioelsclose toandfar
from, we use the following denotation for locative relationshad formMP from In
this analysis and henceforth, we employ the notatien'sdnd ‘ve_rrom' for the set
of real numbers denoted by a measure phMBeand for the spatial relatioMP
fromthat is derived from it.

Definition 2 (Measure-based spatial relation).Let vp ¢ R* be a set of non-
negative real numbers. For any two non-empty closed regiyis ¢ M that are
mutually disjoint, the spatial relatiomp_rrom is defined by:

Mp_FROM(A, B) < pIsT(A, B) € mp.

33For scale-based semantics of antonymous adjectivesldse and far see Kennedy (1999),
references therein and subsequent works.

34Measuring units require multiplying these numbers by thappr constants, e.§.001 for me-
ters andl for kilometers, or any other constants in the proper ratio.

35A set A ¢ R* of positive reals is calledipward (downward monotonef for every number
r e A, foreveryr’ e R*, if ' > r (v’ < r, respectively), we have € A. A set that is neither upward
nor downward monotone is callesbn-monotone
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In words: the relatiomr_rrom holds between the region$ and B if the distance
betweend andB is in the measure phrase denotatien

According to our assumptions above, we get the followingotigtions for the
prepositional constructions in (61).

(63) a. 20kmrFroM(A, B) < pisT(A, B) =20
b. ArmosT.20km.FROM(A, B) < pIsT(A, B) < 20
LESSTHAN 20kM_FROM( A, B) < pisT(A, B) <20
C. ATLEAST20kM FROM(A, B) < pisT(A, B) > 20
MORE THAN 20kM FROM( A, B) <> pisT(A, B) > 20

Using these simple assumptions about topological andl desédions, we can how
move on and see their implications for our PEH/CEH-basetyaisa

5.2 Additivity and anti-additivity of spatial relations

In section 3 we informally analyzed some monotonicity prtips of locative rela-
tions and their interactions with licensing of negativegpity items. Two stronger
properties than monotonicity, which affect existentialersal alternations with
spatial indefinites and collective descriptions, adelitivity andanti-additivity (F.
Zwarts 1998, Nam 1994). L& be a relation between subsets of a domdinand
let A, B; and B, be arbitrary subsets ao¥/. Additivity and anti-additivity in the
right argument ofR are defined as follows.

(64) Additivity :
R(A, Bl @] Bg) A R(A, Bl) \% R(A, Bg)
(65) Anti-additivity :
R(A, Bl @] Bg) A R(A, Bl) N R(A, Bg)
Here and henceforth, we sloppily say that a relatfons ‘(anti-)additive’ when
referring to (anti-)additivity in itgight argument
In section 3 we discussed the intuitive entailments (41a) @2a) with the
locative expressionsutsideandfar from that support their treatment as downward
monotone relations. Further, we observe that these ueciitimal entailments can
be strengthened into the following equivalences.
(66) a. We'reoutsideEurasia= We're outsideEurope andve’re outsideAsia.
b. We'refar from Eurasia< We're far from Europe_andve’re far from
Asia.

In the equivalences in (66) we assume that the eigenspaagras$ia is the union of
the eigenspaces of Europe and Asia. As we shall presentlyiss®e equivalences
support the treatment afutsideandfar from as anti-additive relation®. First, the

36Consideringdeterminers we repeat below some familiar illustrations for anti-aiity (F.
Zwarts 1998, p.222).
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equivalence in (66a) is expected by the following fact, wahga direct result of our
definition of the relatioruTsipe as set disjointness.

Fact 1. For all regions A, By, By € M:
ouTsiDE(A, By U By) <> outsibe( A, By) A ouTsipe( A, By).

In words: the relatiorutsioe is anti-additive for all subsets df/. A similar fact
holds of the spatial relatiomr._From, Which is stated below.

Fact 2. For all non-empty closed region$, By, B, ¢ M s.t. An (B u By) = @:
FARFROM(A, B U By) <> FarRFROM(A, B ) A FARFROM( A, By).

In words: the relatiomar From is anti-additive over all subsets 8f for which it is
defined.

Also other distal relations that are downward monotone @i thght argument
are anti-additive over the subsets /af for which they are defined. For instance,
consider the following equivalences, which are similath® dnes in (66) above.

(67) a. We'reat least 20km frontEurasia< We're at least 20km fronkEurope
andwe’re at least 20km frormAsia.

b. We're more than 20km fronkEurasia< Were more than 20km from
Europe andve’re more than 20km fromsia.

These equivalences are explained by the fact that theaetati LEAST 20kM_FROM
andmoRre THAN 20kM_FRoM in (63c) are anti-additive similarly texrFrom. In general,
anti-additivity holds for any relatiomr_rFrom for which the measure phrase denota-
tion mp is upward monotoneFormally:

Fact 3. Letmp € R* be an upward monotone set of positive real numbers. For all
non-empty closed regionk, By, Bo € M s.t. An (B u B;) = @:
MP_FROM( A, By U By) <> mp_FROM(A, B;) A MP_FROM( A, By).

In words: the relatiomr_rrom is anti-additivefor everyupward monotonsetwme,
over all subsets a#/ for which it is defined. The additional requirements in F&cts
and 3 about the set$, B; and B, make sure that we can apply the distance function
pisT in our definition of distal relations.

Both Facts 2 and 3 follow directly from the following propedf the function
pisT over the closed regions.

Fact 4. For all non-empty closed region$, By, B, € M s.t.An (B u Bs) = @:
pisT(A, By U Bs) = min(pisT(A, By ), pisT(A, By))

(i) Everyone who is tall ohappy smiled< Everyone who is tall smiled aneveryone who is
happy smiled.
(i) No one who is tall_orhappy smiled< No one who is tall smiled ando one who is happy
smiled.
(i) No math teacher is tall ohappy< No math teacher is tall antb math teacher is happy.
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In words: the distance between a regiband a union regiom; u B, is the minimal
distance among the two distances frehto B, and fromA to Bs.

Fact 2 follows from distance minimality as stated in Fact 4 &me intuitive
definition of the relatiorrar.FrRom as imposing a lower bound on the distance be-
tween regions. Similarly, Fact 3 follows from distance mality and the assumed
upward monotonicity of the measure phrase in the definitidherelationve_rrom.

Distance minimality also immediately establishes #ulitivity of the spatial
relation cLoseto, and of spatial relationsr_rrom where the setwr is downward
monotoneThis is formally stated in Facts 5 and 6 below.

Fact 5. For all non-empty closed region$, By, B, € M s.t.An (B, u Bs) = @:
cLoseTo( A, By U By) < cLoseTo(A, By) Vv cLoseTo( A, Bsy).

In words: the relatiorcLoseTo is additive over all subsets af/ for which it is
defined.

Fact 6. Letmp ¢ R* be a downward monotone set of positive real numbers. For all
non-empty closed regionk, By, Bo € M s.t. An (B u B;) = @:
MP_FROM( A, By U By) <> mp_FROM(A, By) v MP_FROM( A, By).

In words: the relationue_rrom is additive for every downward monotonsetwvp,
over all subsets a#/ for which it is defined.

In the equivalences (66) and (67) above we have seen irdustiypport for
the anti-additivity expected by our definitions of the redpe spatial relations.
We should now like to examine whether also daditivity of distal relations like
cLosETo andLeEssTHAN_20kM_FRoM IS warranted by the behavior of the corresponding
spatial expressions. This question requires specialtaiteto further details about
these expressions and distal relations in general.

5.3 Additivity and ‘outside’ presuppositions

Let us focus on the locative expressidose to Given the additivity of the relation
cLoseTo (Fact 5), we expect the following equivalence to be inteitywalid.

”
(68) We’reclose toEurasia< We're close toEurope omwe're close toAsia.
One direction of this equivalence surely holds:
(69) We'reclose toEurasia= We're close toEurope omwe’re close toAsia.

Sure enough, wherever we may be, the point in Eurasia thabsest to us is in
Europe or Asia, or perhaps in both. Therefore if we are clogbat point we are
close to Europe, Asia or both. Consequently there is no gureabout the intuitive
validity of the entailmentin (69). But how about the othenedtion of the additivity
equivalence in (68), as restated below?
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?
(70) We'reclose toEurope omwe’re close toAsia= We're close toEurasia.

Suppose that the disjunctive antecedent of (70) is true.stdellow that we are
close to Eurasia? This is more questionable than the emailm (69). To see that,
let us without loss of generality consider the followingaiment.

?
(71) We’reclose toEurope=- We're close toEurasia.

Intuitive validity of the entailment in (71) would suppofid intuitive validity of
(70), and vice versa. Since Europe and Asia are both cowntaémEurasia, these
entailments equally test thgpward monotonicityf the expressionlose to To see
why these entailments are questionable, suppose that waomesto Europe and
within Asia, say in the Asian part of Istanbul. In this case the atents of the
entailments (70) and (71) are true, but it is hard to conclind¢we’re close to
Eurasia in fact, we aran Eurasia. This scenario suggests that the entailments (70)
and (71), and consequently also the equivalence in (68)ptimtuitively hold. But
does it mean that our treatment of the distal expressiose tousing an additive
(hence upward monotone) relation was somehow wrong?

We propose that the invalidity of the entailments in (70) &nt) is not a sim-
ple challenge for the truth-conditional analysis of dis&détions, but involves their
pragmatic behavior or thepresuppositionsThus, we tentatively propose that the
consequenwe’re close to Eurasia (70) and (71) requires that we be outside Eura-
sia, but this requirement is a presupposition rather thaath-tondition. This pre-
supposition is not necessarily satisfied by the antecedein¢ close to Europén
(71), or the disjunctive antecedent in (70). For instandegnmwe are in Asian Is-
tanbul the antecedents of the entailments (70) and (71)raalyzed as true and
felicitous. However, in this situation we are not outsidedsia. Consequently a
further semantic-pragmatic requirement of the consequetné close to Eurasiés
not met, hence its infelicity.

Somewhat sloppily, we say that the expressilmse tohas an ‘outside’ presup-
position, as more generally stated below.

(72) The ‘outside’ presupposition Let P be locative prepositional relation. We
say thatP triggers arfoutside’ presuppositioif sentences of the forliP,
is P NP, presuppose th&P; is outside NB.

This statement is not meant as a full-fledged theory abouside’ entailments
with prepositions. As Levinson (2000) points out, similaepomena with spatial
expressions may reasonably be analyzed as purely prage@tiersational impli-
catures. By calling the outside-implications “presupposs” we take one direc-
tion among other possible ones, which leave them beyondtiegtiaith-conditional

meaning of prepositions.

As pointed out by J. Zwarts and Winter (2000), most usagesazitive prepo-
sitions likefar from, above, behind, below, amoagdbetweershow this ‘outside’
requirement. We now propose that with some prepositiomsyélquirement should
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be analyzed as differently than other truth-conditiontda&t with prepositions. As
support for this claim, consider the contrast between seerte(73a-b) in the con-
text of (73c).

(73) a. Ifwe'reclose tdless than 20km frorRurope we’ll arrive by @m.
b. If we're outside Europeve’ll arrive after &m.

(73c) Context:On a flight from New York City to Zurich, we are interested itineat-
ing our time of arrival by looking up our location.

From the utterance of (73a) in the given context, we can thigrthe speaker thinks
we are outside Europe. In other words, thesiderequirement of the spatial expres-
sionsclose to Europandless than 20km from Eurogerojects” from the condi-
tional clause to the matrix clause. This behavior is charattc of presuppositions
(Beaver & Geurts 2011). By contrast, the conditional in (7@es not presuppose
or imply that we are outside Europe. Thus, unsurprisingigpte sentences with
the prepositioroutsideassert amutsidestatement rather than presupposing it.

Our conclusion from this discussion is that when analyZiregformal semantics
of expressions likelose toandless than 20km fropwe should start by assuming
that they operate on disjoint regions, as required by tloeitside’ presupposition.
This restriction is encoded into our treatment of distahtiehs in (60) and Defini-
tion 2 above. As a result these relations are analyzed asvadover their domain,
as stated in Facts 5 and 6.

5.4 Locating entities

So far we have informally used English examples to inforgnalipport our assump-
tions about spatial relations. In order to incorporate ispatlations likeinsiog,
ouTsIDE, cLoseTo andrarFrom in @ formal analysis of natural language sentences,
we need to make an additional step and establish a connédtaeen entities and
their eigenspaces. To see the reason for that, considesltbeihg sentences.

(74) a. The carisinside the garage.
b. The car is outside the garage.
c. The caris close to the garage.
d. The car is far from the garage.
Suppose that the denotations for the noun phrdsesarandthe garageare some

‘simple’ entitiesc andg, respectively. We derive the eigenspace for such entifes u
ing alocation functiorthat we denoteLoc’, which sends entities to regions (Zwarts

370ther English prepositions that unsurprisingly do not skamyoutsidepresupposition are the
prepositiorin and its variantinsideandwithin. Arguably, these locative concepts contradictahe
siderequirement as part of their lexical meaning, hence thewalikely to show any presupposition
entailing it.
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& Winter 2000). Thus, the eigenspaces of the entitiaadg areLoc(c) androc(g)
respectively. In this way, sentences (74a-d) are analyzéaollaws.

(75) a. wsibe(Loc(c),roc(g))
b. outsipe(Loc(c),Loc(g))
c. croseTo(Loc(c),roc(g))
d. rarrFroM(LOC(C),L0C(g))

This use of the location function guarantees that the NP ¢emgnt within a PP
can standardly refer to an ent#).

Summarizing our use of thec function for associating entities with their eigenspace,
we introduce the following definition.

Definition 3 (eigenspace)Let £ be a non-empty set of locatable entities model
and letM be atopological space. For every locatable entity £/, theEIGENSPACE
of z is a non-empty closed regianc(z) < M .

The setF of locatable entities is an arbitrary set defining the doneditihe Loc
function. Note the assumption that the eigenspace of argtdbte entity is non-
empty and closed, which will be important for our analysisdddtal expressions
like close toandfar from. Note further that NPs derived from nouns ligeof or
revolutioncan also appear in locative PPs (cf. (24) and (28)) but do ecessarily
denote locatable entities.

5.5 Locating objects associated with sets

Our assumptions in sections 5.1-5.4 above only concerme$pantences as in (74),
where the NP within the locative PP refers to a ‘simple’ grifit We take it that
similar assumptions at a comparable level or complexitytrbesadopted by any
formal treatment of spatial expressions. In order to alsd déh spatial indefinites
and collective descriptions, the PEH and the CEH assigmsjggees to objects
that are associated wietsof entities. The PEH is about extensional eigenspaces
of properties the CEH is about eigenspacesiofpure atoms In both cases, the
PEH and the CEH assign an eigenspace to an objesting a set of entities that

is associated withr. For the sake of our formal discussion here, we only consider
the ‘union strategy’ for locating such objects, which isrgltbby the PEH and the
CEHA To do that, we assume that properties and impure atoms ameséhees

38). Zwarts and Winter (2000) also use the function in their compositional analysis of PPs as
denoting sets of entities. This is needed in order to allenttbatment of PPs as ordinary predicates
in post-copula positions (e.gs cheap and close to the airpprand as ordinary modifiers in post-
nominal positions (e.ca hotel close to the airpoyt For the sake of our analysis here, the simpler
but less compositional treatment in (75) is sufficient.

39See section 7 for some remarks that cast some doubt on thisdntof ‘simplicity’.

40addressing the ‘convex hull’ strategy of the CEH for locatimpure atoms would add com-
plexity to the formal analysis, which we prefer to avoid.
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members of the st of locatable entities, within a special subsetbthat we call

E’. Entities in £’ are associated with sets of locatable entitie&ir E’. Thus,

we assume that properties and impure atoms are associdtedets of entities
that are not themselves properties or impure attm$§he PEH and CEH define
eigenspaces for entities i’ based on the eigenspaces of the elements in the sets
they are associated with. Formally:

(76) LetE’ c E be a set of locatable entities, where each elemenk’ is asso-
ciated with a non-empty set(x) of locatable entities i’ — E’. According
to the PEH and the CEH, for eaate £’ we have:

toc(z) = U vroc(y).
yeA(z)

On the linguistic justification for the assumption that tie¢ 4(x) is non-empty
with property-denoting spatial indefinites, see sectidn Eollective descriptions
are associated with non-empty sets in most semantic tlseofiplurals (Winter
2001). From a formal point of view there is reason to avoiddabeaplications that
may ensue from associating empty sets with eigensgaces.
The assumption in (76) allows us to analyze spatial indefndis in the follow-
ing exampleg?
(77) a. The caris outside a gas station.
b. The caris far from a gas station.
c. The caris close to a gas station.
Suppose that the entity denotation for the noun phthsecaris c. Suppose fur-
ther that the indefiniten gas statiordenotes the propertys. The analysis of the
sentences in (77) is as follows.

(78) a. outsipe(Loc(c),Loc(cs))
b. FarFrRoM(LoC(c),L0C(GS))

c. croseTo(Loc(c),Loc(cs))

According to assumption (76), the eigenspags cs) of the propertysis the union
of eigenspaces for entities in its extensiea In formula:

(79) oc(es) = U roc(x)

ze GS
By associating the setswith the unary predicatgas_station we get:

(80) vroc(es) = U{rLoc(z) : gas_station(x)}

#This is a simplifying assumption. With NPs likke clusters of utility polesve may need to
locate a collectior of collections. For defining such locations we would neeckfdace definition
(76) by a recursive definition.

42As we saw, metaphorical uses of locative PPs as in sentedye¢2not trigger existence en-
tailments. Without analyzing them formally here, we asstina¢ these metaphorical usages of PPs
involve other mechanisms besides the function.

*3Indefinites withininsidePPs are ignored here because of the problems mentionediorses.
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In words: the eigenspace of the propestyis the union of eigenspaces for entities
that satisfy the predicaigas_station.

Note that when the extensioas’s a finite set of entities, the region unions in
(79) and (80) are finite. This gives us immediate analysdseoéxistential/universal
alternations in sentences (77a-c), as shown bé&iow.

For any locatable entity € F and a propertgsassociated with a non-empty finite extension
“Gsc F of locatable entities:

(81) Universal analysis ofdutside example (77a):

ouTsIDE(Loc(c), Loc(GS)) > compositional analy-
sis (78a) of (77a)

<> ouTsIDE(Loc(c), U {Loc(x) : gas_station(x)}) > eigenspace of propertgs
(80)

< Vz.gas_station(x) - outsipE(Loc(c),Loc(x)) v anti-additivity of ourtsipe
(Fact 1) and non-emptiness
and finiteness ofcs

(82) Universal analysis offar from example (77b)*®

FAR_FROM(LOC(c), LOC(GS) ) AOUTSIDE(LOC(c),LOC(GS))  » compositional —analysis
(78b) of (77b) and ‘out-
side’ presupposition

< FARFROM(LOC(c), U {Loc(z) : gas_station(z)}) A > eigenspace of property

Vz.gas_station(z) — ouTsiDE(Loc(c),Loc(z)) cs (80) and universal
analysis of outside
(81)
= Vx.gas_station(z) - > anti-additivity of
FAR.FROM(LOC(c),LoC(z)) A FarFrRoM (Fact 2) and
ouTsIDe(Loc(c),Loc(Gs)) non-emptiness and

finiteness of és and
‘outside’ presupposition

44The assumption about the finitenessaxis quite innocuous as far as naive intuitions are con-
cerns. Without it, all sorts of topological subtleties wibtlave to be dealt with.
45As argued in section 5.3, analyzing PPs often requires ingodn ‘outside’ presupposition.
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(83) Existential analysis ofclose td example (77c)*®

cLosETO(Loc(¢), LOC(6S)) A > compositional  analysis
ouTsIpE(Loc(c),Loc(GS)) (78¢c) of (77c) and
‘outside’ presupposition
< cLoseTo(Loc(c), U {Loc(x) : gas_station(x)}) A > eigenspace of properts
Vz.gas_station(z) — ouTsiDE(Loc(c),Loc(x)) (80) and universal analy-
sis of ‘outside (81)

< Jr.gas_station(x)AcLoseTo(Loc(c),Loc(x)) A » additivity of cLoseTo

ouTsIDE(LOC(c), LOC(GS)) (Fact 5) and non-
emptiness and finiteness

of “es and ‘outside’
presupposition

Let us further consider the following cases (cf. (13)).

(84) a. Fidois at least five meters from a doghouse.
b. Fido is at most five meters from a doghouse.
c. Fidois (exactly) five meters from a doghouse.
d. Fido is between three and five meters from a doghouse.

Sentences (84a) and (84b) are treated analogously to sest€n7/b) and (77c).
Thus, similarly to (82) and (83) we get the following analyswith f the entity
denotation oFido andoH the property denotation afoghouse

(85) a. Universal analysis of (84a):

AT LEAST.5M_FROM(LOC(f),Loc(DH)) A ouTsIDE(LOc(f), Loc(DH))

< Vz.doghouse(x) — AT_LEAST5M_FROM(LOC(f),LOC(x))
A ouTsIDe(Loc(f), Loc(DH))

b. Existential analysis of (84b):

AT_MOST.5M_FROM(LOC(f), Loc(DH)) A ouTsIDE(Loc(f), Loc(DH))

<> Jz.doghouse(x) A AT_MOST.5M_FROM(LOC(f), LOC(x))
A outsipE(Loc(f),Loc(pH))

The measure phrasesx@ctly 5mandbetween 3m and 5m (84c) and (84d)
are neither upward nor downward monotone, and as a resaiitptinespondinfylP
from relations are neither additive nor anti-additive. Howevellowing Thijsse
(1983), we note that the complex numerals in these MPs maia tlenotenter-
sectionsof upward/downward monotonic sets. For instance, the nmegsiurase
exactly 5Snrmeansat least 5m andt most 5mAccordingly, the sef5} that this MP
denotes can easily be analyzed as an intersection of twotmaeets of reals: the
set including5 and all smaller reals, and the set includih@nd all greater reals.
Similarly, the measure phrabetween 3m and 5m analyzed as the intersection of
the two monotone denotations of the M&tdeast 3mandat most 5SmWhen an MP
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denotation is an intersection, also the corresponigfromspatial relation is an
intersection. This is formally stated below.

Fact 7. Letmp;, My € R* be sets of positive real numbers. For all non-empty closed
regionsA,Bc M s.t.An B =@:
(MP; N MPy) FROM(A, B) = mPy FROM(A, B) A MPy FROM( A, B).

In words: whenvp is an intersection of two sets of real numbers andwmps, the
corresponding distal relatior_From involves a conjunction of the respective distal
relationswvp; _From andmpy_FROM.

In particular, when the set#; andwmp, are downward monotone and upward
monotone, respectively, the distal relatiamrrom involves a conjunction of an ad-
ditive distal relation and an anti-additive distal relatidAccordingly, for sentences
(84c) and (84d) we get a mixed existential/universal angly=or instance, consider
the analysis below of sentence (84c).

(86) Existential/Universal analysis of (84c):

EXACTLY 5M_FROM(LOC(f),Loc(DH)) A ouTsIDE(Loc(f),LoC(DH))
<> AT_MOST.5M_FROM(LOC(f), LOC(DH))

A AT LEASTSM_FROM(LOC(f),LOC(DH))

A ouTsIDE(Loc(f),Loc(DH))
< Jx.doghouse(x) A AT_MOST.5M_FROM(LOC(f),LOC(x))

A Vz.doghouse(x) — AT_LEAST.5M_FROM(LOC(f),LOC(x))

A ouTsIDE(Loc(f),Loc(DH))

This “mixed” effect in our analysis of sentence (84c) dikg@llows from the addi-
tivity of the relationat_mosT sm_Frowm, the anti-additivity of the relatiofr LEAsT 5M_FRoM,
and their analyses in (85).

6 Formal semantics of set-eigenspaces (2): projective
relations and their distal modifiers

In this section we look further on sentences like (15), whsctestated below.
(87) Tweety is five meters above a cloud.

Formally treating such sentences involves phenomena tea mot addressed by
our analysis in section 5. First, we need to analyzgective relationdike ‘above’,
which pertain to directions from the reference object. Tls®me properties afis-

tal modifierslike ‘five meters’ must be re-assessed, in particular trefgrence to
relevant directions from the reference object. Lastly, wedto pay special atten-
tion to non-convex eigenspachise the collection of clouds described by the indef-
inite ‘a cloud’. As we will see, these phenomena are all prewsgth ‘referential’
singular NPs likehe cloud When PPs likéém above theloudare treated in full
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Figure 8: Tweety is (5m) above the cloud In (a), the vector is ‘above’ the point
c. In (b), the ‘above vectort is ‘above’ a boundary point of the regiad. In (c), the
vectorv is a shortest vector among the ‘above vectors’ of the regigand its length
is five meters.

generality, the PEH immediately leads us to a formal anglgEspatial indefinites
as in sentence (87).

Locative relations likeabove behindor to the west opresuppose directions
from the reference object, which are determined by variag®fs involving lexical
meaning, world knowledge and contextual information. Werr¢o such spatial
relations aprojective*® For instance, when locating an entity as beabgve John’s
head we often take into account John’s body’s upright positidawever, if John is
lying supine, we may also consider a butterfly that is flyingramnt of John’s nose
as beingabove John’s headThus, in order to treat projective relations, we need
to specify some given directions from the reference obj@cte way of doing that
is by postulating cone-shaped regions in the appropriagetibns. For instance,
consider a simple treatment of the prepositional phedsave the cloudwith a
pointc as the eigenspace of the cloud. We associate the puiith an ‘up region’,
which is denotedup(c). This region is an open, unbounded cone-shaped region
havingc as its center. A simple sentence like (88) below requiret Theeety’s
eigenspace is containedimp(c).

(88) Tweety is above the cloud.

To simplify matters, let us assume that Tweety’s eigenspaaéso a point € M.
Under this assumption, sentence (88) requiresttisin the regionup(c).

For reasons that will unfold themselves, we state the requéntt € up(c) in a
somewhat roundabout way, using the geometric notiovecfors(J. Zwarts 1997,
Zwarts & Winter 2000). We require thais the end-point of &ectorv starting at
and ending in the regiomp(c). This is illustrated in Figure 8a.

Formally, a vector here is a pair of pointg andy in M, conceived of as a
directed line segment betweerandy. For any vectow = (x,y) € M?, we denote
x = s-poin{v) andy = e-poin{v). Postulating the regionp(x) for a pointz, we
define the set aiibove-vectorsf x as follows.

(89) Letx € M be a point in a topological spade, and letup(x) ¢ M be the
up region ofx (e.g. a cone-shaped region i with x as its center). The

46For two of many works in this vast area, see Herskovits (1886)Logan (1995).
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set of vectorabove(x) is defined by:
above(z) = {ve M?:s-poin(v) =z A e-poin(v) € up(x)}
We refer to the vectors iabove(x) as theabove-vectors of the point

In words: the above-vectors of a pointre those vectors that startiaand end at
the up region ofz.
With this definition we tentatively analyze (88) as follows.

(90) 3Jv e above(c).e-poinfv) =t

In words:t is the end-point of one of the above-vectors of the peifthis analysis
is illustrated in Figure 8a.

In this analysis the eigenspace of the noun phtasecloudin (88) is assumed
to be a point. Now we extend definition (89) faegionsin M by using the set of
boundary point®f regions (Kelley 1955, p.45), which is denoteeindary(A).4"
This is defined as follows.

(91) LetA c M be a closed non-empty region in a topological spateThe set
of vectorsasove(A) is defined by:
ABOVE(A) = {ve M?:s-point(v) € boundary(A) Av € above(s-point(v))}
We refer to the vectors imsove( A) as theabove-vectors of the regios.

In words: the above-vectors of a regidrare the above-vectors of boundary points
of A.
This definition leads us to the non-tentative analysis belbgentence (88).

(92) 3Jv e aove(C').e-poin(v) =t

In words: t is the end-point of one of the above-vectors of the redibn This
analysis is illustrated in Figure 8b.

Consider now sentence (93) below, with the distal B metersnodifying the
PP in sentence (88).

(93) Tweety is five meters above the cloud.

When measuring distances in a given direction from the clegtbnC' to a point

t, we obviously need to only consider thleortestvectors fromC' to t. The shortest
vectorsv in a given set of vectorg” are naturally defined by looking at theiorm

|v]. This is formally defined below.

(94) LetV be a set of vectors. We defing{ (1), the set of (per end-point)
shortest vectors V, by:

SH(V)={veV:V¥u' eV :e-poin(v) = e-poin(v’) - |v| < |[v'|}

4"For any subsetl of a topological spac@/, theinterior of A is the union of all open subsets in
M contained inA. Theboundaryof A is the set of points ird/ interior neither taA nor to M — A.
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Figure 9: Gambia, Senegal, and the town of KerewaiMap (a) shows Gambia and
the town of Kerewan; in (b), the vecteris the shortest vector from the southern bor-
der of Gambia to Kerewan, andis the shortest vector from the northern border to
Kerewan.

In words: the seSH (V') of (per end-point) shortest vectorslificontains a vector
v in Viff v’s norm is minimal among the vectors inwith the same end point as

This definition of shortest vectors leads us to the followanglysis of sentence
(93).

(95) 3Jve SH(aBove((C)).e-poin{v) =tAfv|=5

In words: t is an end-point of one of the shortest above-vectoo$ the regionC,
andv is five meters long. This analysis is illustrated in Figure 8c

The analysis above of sentences with projective prepositand their distal
modifiers is a simplification of the proposal by J. Zwarts andtérf (2000). Zwarts
& Winter show advantages of their vector space semanticarfalyzing PP modi-
fication compositionally, and for stating linguistic unigals about possible spatial
concepts. For presentation sake we do not give here a fdthéle vector analysis.
However, we should stress that Zwarts & Winter’s framewak be used to imple-
ment our assumptions above compositionally, as well asrtalyses in section 8.
Leaving the formal apparatus as tamed as possible, let us @ai the advantages
of the vector-based approach for our current purposes.€elimasifest themselves
in cases that involvaon-convexigenspaces. Consider the geography of the West
African country Gambia. As the map in Figure 9a illustraes;ept for its short
coastline on the west, Gambian territory is completely@umded by the territory
of another country, Senegal. On the map in Figure 9b we nowidenthe Gambian
town of Kerewan, which is located about 10km from the Seresgaborder to its
north and about 30km from the Senegalese boarder to its.sGatisider now the
following sentence.

(96) Kerewan is 10km to the north of the Senegalese border.

This sentence is clearly false. This shows that in genersialdnodification of
projective PPs, e.dom aboveor 10km to the north gfcannot be paraphrased as a
conjunction of the distal relation and the projective rieliat For instance, sentence
(96) is not equivalent to the following sentence.

48Two modifications in our analysis that would be needed toexehihat are: (i) allowing PPs to
denote sets of entities (footnote 38), and (ii) allowing M&sdenote sets of vectors rather than sets
of real numbers as in section 5.

46



(97) Kerewan is to the north of the Senegalese border and ff@kmthe Sene-
galese border.

Unlike (96), sentence (97) isue. First, Kerewan, like all Gambian territory, is
to the north of the Senegalese border (as well as to its so®&gond, Kerewan
is indeed 10km from the Senegalese border. However, sen{@®7¢ is true just
because the distance to the border also takes into accaupéathof the border that
lies to the north of Kerewan. Importantly, this part of thedwer is irrelevant for
assessing the truth of sentence (96). Expressiondhka@bovean (93) and10km
to the north ofin (96) must be analyzed as “5m in the ‘up’ direction from” and
“10km in the ‘north’ direction from”, respectively. Thusistences (93) and (96) do
not involve simple statements about distances betweendgions. The projective
relations in them are inseparable from the analysis of thistal modifiers.

Our vector-based analysis, following Zwarts and Winteptaees this behavior
of modified projective relations. Sentence (96) is analyire(®8) below, analo-
gously to our analysis of sentence (93) in (95).

(98) Jve SH(NorTH(SB)).e-poin(v) =k A |v| = 10

In words: k, the location of Kerewan, is an end-point of one of the slsbmerth-
vectorsv of the regionSB of the Senegalese border, ands 10km long. This
analysis is illustrated in Figure 9b. In this figureis the shortest vector ending at
Kerewan in the north-vector set for the Senegalese bords.vEctor is 30km long.
Thus, the statement in (98) is false, like sentence (96)yscdhtrast, the sentence
Kerewan is 10km to the soutifithe Senegalese bordercorrectly analyzed as true,
because the vectarin Figure 9b ends at Kerewan and is in gwuth-vector sdor
the Senegalese border.

Let us go back now to our initial puzzle, regarding the intetation of spa-
tial indefinites as in sentence (87) (Fweety is five meters above a cléudOur
analysis of this sentence is identical to the analysis ofesee (93) in (95) above.
All we have to do is to replace the eigenspé@tef one single cloud by the union
eigenspacej{Loc(z) : cloud(z)} of the indefinitea cloudin (87). This is formally
stated in (99) below.

(99) 3Jv e SH(aBove(U{Loc(x) : cloud(x)})).e-poin{v) =t A |v| =5

In words:t is an end-point of one of the shortest above-vecat@fthe union region
U{roc(z) : cloud(z)}, andv is five meters long.

From a topological point of view, there is a point of simitgtetween the prop-
erty eigenspace for the indefinigecloudin (87) and the eigenspace of the Sene-
galese border in sentence (96): both the set of clouds aneg8kse border are
non-convex objects. Thus, our analysis, which is desigoetéscribe distal modi-
fication of projective prepositions and non-convex eigawsg, works equally well
in sentence (96) and sentence (87). The advantages of dysiara sentence (87)
can be seen when reconsidering Figure 2a from section 2guré&Ra(i), the short-
est above-vector of the union region of the clouds is five rsdteng. As a result,
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analysis (99) renders sentence (87) true in this situasismtuitively required. In
Figure 2a(ii), the shortest above-vector of the same uregion is less than five
meters long. Consequently, analysis (99) treats sent&Tgeaé false in this situa-
tion, which also conforms with intuition. As argued in seat®, this illustrates the
non-existentiahature of our PEH-based analysis. Further, adding clouggjare
2a(i) that are not below Tweety would not change the truthhefanalysis (99) in
this situation. This is because Tweety is not in the abogenrs of such clouds.
Similarly, the leftmost and rightmost clouds in Figure 2diat are below Tweety
but are more than five meters from her, do not change the tfhadysis (99): the
above-vectors of these clouds may end at Tweety’s locaatrthey are not short-
est among the above-vectors of the cloudsion region This further illustrates the
non-universahature of our PEH-based analysis, which is also in accoelarmit
intuition.

7 Conclusion: subpart monotonicity and spatial meaning

Part-whole relations and spatial relations have attraciech attention in the philo-
sophical literature and in semantic theory (Cruse 1979sktetits 1986, Winston
et al. 1987, Iris et al. 1988, Moltmann 1997, Casati & Var®39Johansson 2004).
Without getting into many of the relevant philosophical lgeams, this paper has
concentrated on some linguistic puzzles about space amdvpate relations that
seem to us of importance for semantic theories of indefinpiegals and spatial
expressions. We have focused on ‘subpart’ relations bettveee sorts of descrip-
tions:

(100) * Relations between descriptions of geographicalsum.g. between
DordogneandFrance

* Relations between descriptions of entities and collestie.g. be-
tweenMt. Whitneyand the mountainsr the mountain rangé€i.e.
Sierra Nevada).

» Relations between entities and properties, e.g. betWcuttaand
a city.

Intuitively, the three types of relations support spatr@b#ments like the following
(Iris et al. 1988, p.435).

(101) Our friend is in Dordogne> Our friend is in France.

(102) The camp is in Mt. Whitney
= The camp is in the mountains (of Sierra Nevada).
= The camp is in the mountain range (of Sierra Nevada).

(103) Max isin Calcutta> Max is in a city.

Our analysis of spatial expressions started with the tlyipe tof subpart relations
in (100), between properties and elements of their extansimong the three
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types of relations in (100), the classification of this nelatas a ‘subpart’ relation is
probably the most suspectable, or surprising. This is lsrantailments as in (103)
are also expected by the traditional existential analysimaefinites (Montague
1973). However, without dismissing this standard exisééanalysis, we have also
seen ample linguistic evidence for our classification. fingethe relation between
indefinites and elements of their property extension on anitr other ‘subpart’
relations has desired results for the analysis of spatfinites.

Considering all the relations in (100) as instances of a igésabpartrelation,
our accounts of all of these relations have consistentlyteibthe following as-
sumption, which Casati and Varzi (p.15) dub “obvious”.

(104) Ify is subpart ofr, thenLoc(y) < Loc(x).

In our terms, the assumption in (104) reflects a monotonizityhe eigenspace
functionLoc with respect to the subpart order on objects (cf. Casati &VE999,
p.54). From this assumption we conclude the following:

(105) If the elements in a s&t are all subparts of, then U Loc(y) < Loc(x).
yeY

In our analysis of indefinites, we strengthened this suledation into an equality
(76), whereY” is the extension of the property Thus, in the PEH we proposed that
the location of a propertgqualsthe union of its extension’s members locations.
Similarly, the CEH analyzes the basic location of a collattas the union of its
members’ location. On top of these basic eigenspaces, stwwlesunay obtain spa-
tial contiguity by virtue of additional assumptions on tdpsabpart monotonicity.
The CEH allows collective descriptions to occupy any fumaal hull, especially
the convex hull, of their basic eigenspace. We hypothebiaea similar principle
is at work with the subpart-induced spatial relations betwsingular descriptions.
For instance, the eigenspace for the t&iarra Nevadaloes not only need to con-
tain mountains in this mountain range. It can also contaileys, villages, lakes
and other entities in the ‘functional hull’ of the mountainsSierra Nevada. The
mountains may be most prominent, but only their functiondl &llows speakers
to use the eigenspace of the expresSarra Nevadan their communication. We
believe that such factors that determine the eigenspacsiraple’ terms such as
Sierra Nevadare similar to those that determine the eigenspace of coraplic-
tive descriptions likehe mountains of Sierra Nevagdaith subpart monotonicity as
a limiting principle. These factors involve a complex aradyprinciples involving
lexical meaning, world knowledge and contextual inforrati Spelling out such
principles as rigorous and psychologically plausible Hizpses and incorporating
them into linguistic theory are major challenges. We belighat the facts and theo-
retical proposals that we have presented in this paper egarsthis direction, and
will help in using and reassessing the formal semantics@hthun phrase also in
some under-explored areas of spatial meaning.

Acknowledgements To follow.
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