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## In a nutshell

We provide an introduction to Reverse Mathematics (RM hereafter), in particular the 'Big Five' systems.

We show that the associated 'coding practise' of RM based on second-order arithmetic is fundamentally flawed.

Working in Kohlenbach's higher-order RM, we identify two new 'Big' systems.

This is part of my joint project with Dag Normann to investigate the logical and computational properties of the uncountable.
https://arxiv.org/abs/2102.04787
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Intuitively, $\mathrm{RCA}_{0}$ can do computable mathematics (with restricted induction).
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(10) A countable formally real field is orderable.
(1) A countable formally real field has a (unique) closure.
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Simpson: connection to Hilbert's program for the FOM...
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Similar equivalences for ATR $_{0}$ and $\Pi_{1}^{1}-\mathrm{CA}_{0}$, though some set theory comes to the fore already.
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$=$ Mathematical theorems seem to 'cluster' around the Big Five, while 'sparse' everywhere else.

圭 $\Pi_{1}^{1}$-CA $A_{0} \leftrightarrow$ Cantor-Bendixson $\leftrightarrow$ Silver $\leftrightarrow$ Baire space Det. $\leftrightarrow$ Menger $\leftrightarrow \ldots$ ATR $0 \leftrightarrow$ UIm $\leftrightarrow$ Lusin $\leftrightarrow$ Perfect Set $\leftrightarrow$ Baire space Ramsey $\leftrightarrow \ldots$

ACA $A_{0} \leftrightarrow$ Bolzano-Weierstraß $\leftrightarrow$ Ascoli-Arzela $\leftrightarrow$ Köning $\leftrightarrow$ Ramsey ( $k \geq 3$ ) $\leftrightarrow$ Countable Basis $\leftrightarrow$ Countable Max. Ideal $\leftrightarrow \ldots$

WKL $L_{0} \leftrightarrow$ Peano exist. $\leftrightarrow$ Weierstraß approx. $\leftrightarrow$ Weierstraß max. $\leftrightarrow$ HahnBanach $\leftrightarrow$ Heine-Borel $\leftrightarrow$ Brouwer fixp. $\leftrightarrow$ Gödel compl. $\leftrightarrow \ldots$

RCA $A_{0}$ proves Interm. value thm, Soundness thm, Existence of alg. clos. Our best, most fine-grained foundation of ordinary math?
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## The Good: coding continuous functions

$\varepsilon-\delta$-continuity for $f:[0,1] \rightarrow \mathbb{R}$ is defined as follows:

$$
(\forall \varepsilon>0, x \in[0,1])(\exists \delta>0)(\forall y \in[0,1])(|x-y|<\delta \rightarrow|f(x)-f(y)|<\varepsilon) .
$$

## The Good: coding continuous functions

$\varepsilon-\delta$-continuity for $f:[0,1] \rightarrow \mathbb{R}$ is defined as follows:
$(\forall \varepsilon>0, x \in[0,1])(\exists \delta>0)(\forall y \in[0,1])(|x-y|<\delta \rightarrow|f(x)-f(y)|<\varepsilon)$.
'continuity-via-codes' is defined in $L_{2}$ as follows:

## II.6. Continuous Functions

[^0]
## The Good: coding continuous functions

$\varepsilon-\delta$-continuity for $f:[0,1] \rightarrow \mathbb{R}$ is defined as follows:
$(\forall \varepsilon>0, x \in[0,1])(\exists \delta>0)(\forall y \in[0,1])(|x-y|<\delta \rightarrow|f(x)-f(y)|<\varepsilon)$.
'continuity-via-codes' is defined in $L_{2}$ as follows:

## II.6. Continuous Functions

85> Definition II.6.1 (continuous functions). Within RCA ${ }_{0}$, let $\widehat{A}$ and $\widehat{B}$ be complete separable metric spaces. A (code for a) continuous partial function $\phi$ from $\widehat{A}$ to $\widehat{B}$ is a set of quintuples $\Phi \subseteq \mathbb{N} \times A \times \mathbb{Q}^{+} \times B \times \mathbb{Q}^{+}$ which is required to have certain properties. We write $(a, r) \Phi(b, s)$ as an abbreviation for $\exists n((n, a, r, b, s) \in \Phi)$. The properties which we require are:
> 1. if $(a, r) \Phi(b, s)$ and $(a, r) \Phi\left(b^{\prime}, s^{\prime}\right)$, then $d\left(b, b^{\prime}\right) \leq s+s^{\prime}$;
> 2. if $(a, r) \Phi(b, s)$ and $\left(a^{\prime}, r^{\prime}\right)<(a, r)$, then $\left(a^{\prime}, r^{\prime}\right) \Phi(b, s)$;
> 3. if $(a, r) \Phi(b, s)$ and $(b, s)<\left(b^{\prime}, s^{\prime}\right)$, then $(a, r) \Phi\left(b^{\prime}, s^{\prime}\right)$;
> where the notation $\left(a^{\prime}, r^{\prime}\right)<(a, r)$ means that $d\left(a, a^{\prime}\right)+r^{\prime}<r$.

These two definitions are equivalent in a weak higher-order system based on WKL (Kohlenbach/Kleene).

## The Good: coding continuous functions

$\varepsilon$ - $\delta$-continuity for $f:[0,1] \rightarrow \mathbb{R}$ is defined as follows:
$(\forall \varepsilon>0, x \in[0,1])(\exists \delta>0)(\forall y \in[0,1])(|x-y|<\delta \rightarrow|f(x)-f(y)|<\varepsilon)$.
'continuity-via-codes' is defined in $L_{2}$ as follows:

## II.6. Continuous Functions

85> Definition II. 6.1 (continuous functions). Within $\mathrm{RCA}_{0}$, let $\widehat{A}$ and $\widehat{B}$ be complete separable metric spaces. A (code for a) continuous partial function $\phi$ from $\widehat{A}$ to $\widehat{B}$ is a set of quintuples $\Phi \subseteq \mathbb{N} \times A \times \mathbb{Q}^{+} \times B \times \mathbb{Q}^{+}$ which is required to have certain properties. We write $(a, r) \Phi(b, s)$ as an abbreviation for $\exists n((n, a, r, b, s) \in \Phi)$. The properties which we require are:
> 1. if $(a, r) \Phi(b, s)$ and $(a, r) \Phi\left(b^{\prime}, s^{\prime}\right)$, then $d\left(b, b^{\prime}\right) \leq s+s^{\prime}$;
> 2. if $(a, r) \Phi(b, s)$ and $\left(a^{\prime}, r^{\prime}\right)<(a, r)$, then $\left(a^{\prime}, r^{\prime}\right) \Phi(b, s)$;
> 3. if $(a, r) \Phi(b, s)$ and $(b, s)<\left(b^{\prime}, s^{\prime}\right)$, then $(a, r) \Phi\left(b^{\prime}, s^{\prime}\right)$;
> where the notation $\left(a^{\prime}, r^{\prime}\right)<(a, r)$ means that $d\left(a, a^{\prime}\right)+r^{\prime}<r$.

These two definitions are equivalent in a weak higher-order system based on WKL (Kohlenbach/Kleene).
Hence, coding does not change the logical strength of theorems about continuous functions (assuming WKL is available).

## The Bad: coding Riemann integrable functions

Around 1850, Riemann's Habilschrift introduces his integral and forces discontinuous functions into mainstream math.

## The Bad: coding Riemann integrable functions

Around 1850, Riemann's Habilschrift introduces his integral and forces discontinuous functions into mainstream math.

## Theorem (Arzela, 1885)

Let $f_{n}:([0,1] \times \mathbb{N}) \rightarrow \mathbb{R}$ be a sequence such that
(1) Each $f_{n}$ is Riemann integrable on $[0,1]$.
(2) There is $M>0$ such that $(\forall n \in \mathbb{N}, x \in[0,1])\left(\left|f_{n}(x)\right| \leq M\right)$.
(3) $\lim _{n \rightarrow \infty} f_{n}=f$ exists and is Riemann integrable.

Then $\lim _{n \rightarrow \infty} \int_{0}^{1} f_{n}(x) d x=\int_{0}^{1} f(x) d x$.

## The Bad: coding Riemann integrable functions

Around 1850, Riemann's Habilschrift introduces his integral and forces discontinuous functions into mainstream math.

## Theorem (Arzela, 1885)

Let $f_{n}:([0,1] \times \mathbb{N}) \rightarrow \mathbb{R}$ be a sequence such that
(1) Each $f_{n}$ is Riemann integrable on $[0,1]$.
(2) There is $M>0$ such that $(\forall n \in \mathbb{N}, x \in[0,1])\left(\left|f_{n}(x)\right| \leq M\right)$.
(3) $\lim _{n \rightarrow \infty} f_{n}=f$ exists and is Riemann integrable.

Then $\lim _{n \rightarrow \infty} \int_{0}^{1} f_{n}(x) d x=\int_{0}^{1} f(x) d x$.
Formulated with codes in $L_{2}$, this theorem is provable in $W K L_{0}$.

## The Bad: coding Riemann integrable functions

Around 1850, Riemann's Habilschrift introduces his integral and forces discontinuous functions into mainstream math.

## Theorem (Arzela, 1885)

Let $f_{n}:([0,1] \times \mathbb{N}) \rightarrow \mathbb{R}$ be a sequence such that
(1) Each $f_{n}$ is Riemann integrable on $[0,1]$.
(2) There is $M>0$ such that $(\forall n \in \mathbb{N}, x \in[0,1])\left(\left|f_{n}(x)\right| \leq M\right)$.
(3) $\lim _{n \rightarrow \infty} f_{n}=f$ exists and is Riemann integrable.

Then $\lim _{n \rightarrow \infty} \int_{0}^{1} f_{n}(x) d x=\int_{0}^{1} f(x) d x$.
Formulated with codes in $L_{2}$, this theorem is provable in $W K L_{0}$.
Formulated without codes, this theorem is classified near $Z_{2}$, far beyond $\Pi_{1}^{1}-\mathrm{CA}_{0}$ and the usual range of RM.

## The Bad: coding Riemann integrable functions

Around 1850, Riemann's Habilschrift introduces his integral and forces discontinuous functions into mainstream math.

## Theorem (Arzela, 1885)

Let $f_{n}:([0,1] \times \mathbb{N}) \rightarrow \mathbb{R}$ be a sequence such that
(1) Each $f_{n}$ is Riemann integrable on $[0,1]$.
(2) There is $M>0$ such that $(\forall n \in \mathbb{N}, x \in[0,1])\left(\left|f_{n}(x)\right| \leq M\right)$.
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Then $\lim _{n \rightarrow \infty} \int_{0}^{1} f_{n}(x) d x=\int_{0}^{1} f(x) d x$.
Formulated with codes in $L_{2}$, this theorem is provable in $W K L_{0}$.
Formulated without codes, this theorem is classified near $Z_{2}$, far beyond $\Pi_{1}^{1}-\mathrm{CA}_{0}$ and the usual range of RM.
Massive change of logical strength for a basic theorem about functions that are continuous almost everywhere.

The coding catastrophe

## The ugly: rewriting history

## The ugly: rewriting history

The Heine-Borel theorem for countable coverings features in RM from the beginning.

## The ugly: rewriting history

The Heine-Borel theorem for countable coverings features in RM from the beginning.
countable covering is $\cup_{n \in \mathbb{N}}\left(a_{n}, b_{n}\right)$ for two sequences of reals $\left(a_{n}\right)_{n \in \mathbb{N}},\left(b_{n}\right)_{n \in \mathbb{N}}$.

## The ugly: rewriting history

The Heine-Borel theorem for countable coverings features in RM from the beginning.
countable covering is $\cup_{n \in \mathbb{N}}\left(a_{n}, b_{n}\right)$ for two sequences of reals $\left(a_{n}\right)_{n \in \mathbb{N}},\left(b_{n}\right)_{n \in \mathbb{N}}$.

Borel (PhD Thesis, 1899) formulates the Heine-Borel theorem for countable coverings where 'countable' means 'bijection to $\mathbb{N}$ '.

## The ugly: rewriting history

The Heine-Borel theorem for countable coverings features in RM from the beginning.
countable covering is $\cup_{n \in \mathbb{N}}\left(a_{n}, b_{n}\right)$ for two sequences of reals $\left(a_{n}\right)_{n \in \mathbb{N}},\left(b_{n}\right)_{n \in \mathbb{N}}$.

Borel (PhD Thesis, 1899) formulates the Heine-Borel theorem for countable coverings where 'countable' means 'bijection to $\mathbb{N}$ '.

Similar for other countable objects: they are given by sequences in RM although the original is formulated using sets that are countable (Cantor, König, Ramsey, etc).
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The language of all finite types $L_{\omega}$ has variables for:

$$
n \in \mathbb{N}, X \subset \mathbb{N}, F: \mathbb{R} \rightarrow \mathbb{R}, \Theta:(\mathbb{R} \rightarrow \mathbb{R}) \rightarrow \mathbb{R}, \ldots
$$

The base theory $R C A_{0}^{\omega}$ proves the same $L_{2}$ sentences as $R C A_{0}$.
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Hyper: ACA $_{0}^{\omega}+$ cocode $_{1}$ lives as the level of hyperarithmetical analysis. Associated second-order systems are 'rather logical'
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## Principle (cocode 0 )

A countable set in $[0,1]$ can be enumerated.
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Let $\mathrm{BWC}_{0}$ be the following Bolzano-Weierstrass theorem: any countable $A \subset 2^{\mathbb{N}}$ has a supremum $\sup A$. TFAE:

- cocodeo
- $\mathrm{BWC}_{0}$ plus a little bit of induction.
- $\mathrm{BWC}_{0}$ with a sequence in $A$ converging to sup $A$.
- $\mathrm{BWC}_{0}$ for the pointwise ordering (rather than LEX).
- $\mathrm{BWC}_{0}$ expressing that $\sup _{f \in A} F(A)$ exists for $F: 2^{\mathbb{N}} \rightarrow 2^{\mathbb{N}}$.
- monotone convergence thm for nets with countable index sets.
- $\mathrm{BOOT}_{C}^{-}$: BOOT with 'at most one' condition.
- many of the above for $[0,1]$.
- ...

We observe a certain robustness!
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Item (d) is called the countable chain condition, first formulated by Cantor.
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## TFAE

© cocode $_{0}$
(1) a non-enumerable closed set in $\mathbb{R}$ has a limit point,
( a non-enumerable set in $\mathbb{R}$ contains a limit point,
(1) a collection of disjoint open intervals in $\mathbb{R}$ is enumerable.
(e) cocode $_{1}$ plus: a collection of disjoint open intervals in $\mathbb{R}$ is strongly countable.
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Item (e) is formulated with bijections ONLY.
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Same for many sequential versions, like e.g. sequential ADS, RT22, KL. ...
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## Principle (CUC)

Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of sets in $\mathbb{R}$ such that for all $n \in \mathbb{N}$, there is an enumeration of $A_{n}$. Then there is an enumeration of $\cup_{n \in \mathbb{N}} A_{n}$.

There are natural restrictions of CUC equivalent to cocode ${ }_{i}$.
Related results for $\mathbb{R}$ is not the union of countable sets.
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These all go back to Cantor, one way or the other.
The good people of second-order RM often talk about 'the order type $\eta$ of the rationals', as though it makes sense in SOSOA.
For this concept to make sense, one needs item (c) (and much more)....
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Most (but not all) of the above results go through mutatis mutandis when restricted to strongly countable sets, i.e. yielding equivalences for cocode ${ }_{1}$. The proofs are often different, sometimes very.
There are a couple of 'unique' equivalences. TFAE:
(1) cocode ${ }_{1}$.
(2) $\Delta-\mathrm{CA}_{C}^{-}$.
(3)!QF-AC ${ }^{0,1}$.

Item (3) is a fragment of countable choice with a uniqueness
condition. Item (2) is the higher-order counterpart of $\Delta_{1}^{0}$-comprehension.
$\mathrm{ACA}_{0}^{\omega}+$ cocode $_{1}$ is between $\Sigma_{1}^{1}-\mathrm{AC}$ and the latter with a uniqueness condition.
The system $\mathrm{ACA}_{0}^{\omega}+$ cocode $_{1}$ is in the range of hyperarithmetical analysis, and more natural than the known systems.
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Many equivalences exist and many many more lie in wait.
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Kleene S1-S9: computation on all finite types, but complicated (no $T$-predicate and complicated ad hoc definition)
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Any (content) questions?


[^0]:    Definition II.6.1 (continuous functions). Within $\mathrm{RCA}_{0}$, let $\widehat{A}$ and $\widehat{B}$ be complete separable metric spaces. A (code for a) continuous partial function $\phi$ from $\widehat{A}$ to $\widehat{B}$ is a set of quintuples $\Phi \subseteq \mathbb{N} \times A \times \mathbb{Q}^{+} \times B \times \mathbb{Q}^{+}$ which is required to have certain properties. We write $(a, r) \Phi(b, s)$ as an abbreviation for $\exists n((n, a, r, b, s) \in \Phi)$. The properties which we require are:

    1. if $(a, r) \Phi(b, s)$ and $(a, r) \Phi\left(b^{\prime}, s^{\prime}\right)$, then $d\left(b, b^{\prime}\right) \leq s+s^{\prime}$;
    2. if $(a, r) \Phi(b, s)$ and $\left(a^{\prime}, r^{\prime}\right)<(a, r)$, then $\left(a^{\prime}, r^{\prime}\right) \Phi(b, s)$;
    3. if $(a, r) \Phi(b, s)$ and $(b, s)<\left(b^{\prime}, s^{\prime}\right)$, then $(a, r) \Phi\left(b^{\prime}, s^{\prime}\right)$;
    where the notation $\left(a^{\prime}, r^{\prime}\right)<(a, r)$ means that $d\left(a, a^{\prime}\right)+r^{\prime}<r$.
