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1 Introduction

Reciprocal expressions likeach otherandone anothelintroduce some well-known chal-
lenges for logical semantic theories. One central problenterns the variety of interpre-
tations that reciprocals exhibit. Consider for instance ¢bntrast between the following
sentences.

(1) Mary, Sue and Jane know each other.
(2) Mary, Sue and Jane are standing on each other.

Expressions likskknowandstand onare standardly interpreted as binary relations between
entities. Sentence (1) can be paraphrased by requiringtleay element of the séMary,
Sue,Jang is in the know relation with every other element of this set. By contrast, i
sentence (2) an analogous interpretation is highly urnjikéNe describe the contrast in
Figure 1, modeling binary relations usimtyected graphqTutte 2001). In sentence (1)
theknowrelation constitutes eomplete directed grapfpossibly with loops) over the three
entities forMary, Sueand Jane Sentence (2) is true when the graph described by the
stand onrelation is not complete but constituteglisected path Similar variations in the
interpretation of reciprocal sentences have repeatedly bemonstrated in semantic studies
of reciprocals

Figure 1: a complete graph (possibly with loops) vs. a directed path

Many theories analyze the semantic variability of recipiedyy assuming that they
are ambiguous between different quantifiers and postglatitditional semantic/pragmatic
principles that regulate the ambiguftyin this paper we take a different route. Developing
proposals in Winter (1996, 208}, Gardent & Konrad (2000) and Sabato & Winter (2005),
we treat reciprocals unambiguously using a quantifier tikegs semantic properties of bi-
nary relations as a parameter. For example, the differeateeen sentences (1) and (2)
is analyzed as stemming directly from the different sencamtbperties of the expressions
knowandstand on The different parameter values that the reciprocal gfiantieceives

!See Fiengo & Lasnik (1973), Dougherty (1974), Langendo8ig}, Higginbotham (1980), Kanski (1987),
Dalrymple et al. (1994, 1998), Sternefeld (1997), Beck (30Bilip & Carlson (2001) and Kerem et al. (2009),
among others.

2See especially Langendoen (1978), Sternefeld (1997), B&¢K1), Dalrymple et al. (1994, 1998).



in the two cases leads to the different interpretations efséntences. We assume that the
semantics of relational expressions is associated withmtbietal conceptsthat they refer

to (Margolis & Laurence 1999), then study some central lalgfroperties of relational
concepts and their effects on the interpretation of recigrgentences. For example, we
analyze the difference between the interpretation of seete(1) and (2) as closely related
to the fact that the relational expressigtand onmust be interpreted as acyclicrelation,
whereas the denotation of the véamowis not so restricted. We argue that a comprehen-
sive theory of reciprocals must rely on a general taxonomtheflogical restrictions on
relational concepts. Developing such a taxonomy, we pmposew principle for the in-
terpretation of reciprocals. This principle, tMaximal Interpretation HypothesigviiH),
interprets reciprocals gsartial polyadic quantifiers. The relational domain of such quan-
tifiers is specified using the studied logical restrictiomstioe interpretation of relational
expressions. The MIH-based quantificational analysis ciprecals requires a relational
expression to denoteraaximalrelation given the logical restrictions on its denotatidm.
addition to avoiding the postulation of ambiguity in the dhe of reciprocals, our partial
quantifier analysis avoids much of the indeterminacy thatswarounded the choice of to-
tal quantifiers as meanings of reciprocal expressions. ifRglxtensively on the work of
Dalrymple et al. (1998), we show that the MIH exhibits someaslsational improvements
over Dalrymple et al's Strongest Meaning Hypothesis (SMMhile the SMH is based on
selecting reciprocal meanings by informal pragmatic atersitions, the MIH rigorously
defines the interpretation of reciprocals using well-stddproperties of binary relations.
By concentrating on such logical properties of relationgiressions, the MIH opens the
way for a more systematic study of the conceptual and camépiarameters that regulate
the semantics and pragmatics of reciprocity.

The paper is structured as follows. Section 2 introducesilarsdrates our distinction
between reciprocal meanings and reciprocal interpretstiand analyzes it as correspond-
ing to the distinction between total/partig@l, 2) quantifiers, respectively. Section 3 intro-
duces formal details in the definition of Dalrymple et al /IS and the proposed MIH, and
lays out one central empirical caveat in the applicatiorheke principles to “partitioned”
readings of plurals. Section 4 analyzes and exemplifiesgpgcation of the MIH to var-
ious classes of logical restrictions on relational congephd empirically compares it to
the SMH. Section 5 briefly overviews some developments iratteysis of reciprocals in
relation to typicality phenomena with relational conceptgntificational noun phrases and
collective predicates. Section 6 concludes, and AppendixrAmarizes some further inter-
net data concerning asymmetric relational concepts ariddbeurrences with reciprocals.

2 Reciprocal meanings and reciprocal interpretations

Simple reciprocal sentences like (1) and (2) above are atdhydanalyzed using generalized
quantifiers of typé1, 2). One way of describing such quantifiers is as relations betgets
and binary relations. For instance, Peters & Westersgililg, p.367) analyze the reciprocal
expressioreach othelin sentence (1) as a relation between the set denotatiomr cidbject
Mary, Sue and Janand the binary relation denoted by the vérow Equivalently, we
here view reciprocals as denotimparacteristic functionf relations between sets and
binary relations. Accordingly, we modé¢l, 2) quantifiers as functions from pairs of sets



and binary relations to truth-values.

In the case of sentence (1), the relevént2) quantifier is commonly assumed to be
the functionsr of strong reciprocitythat is defined in (3) below. In this definition and
henceforth, we standardly assume a non-empty dor@aof entities and a domai =
{0,1} of truth-values. The latter is ordered by the partial ordewhich corresponds to
material implication between truth-values.

(3) The(1,2) quantifiersr is the function in(p(E) x p(FE?)) — 2, s.t. for every set
A ¢ E and binary relatiork ¢ E?:

SR(A,R) =1 < Vz,ycA[x+y—> R(x,y)].
In words: R describes @omplete graplover A, possibly with loops.

In such cases, where each pair of different elements of thé iein the relationR, we say
that R satisfies strong reciprocitgver A.

Note that thesr function is defined as #otal function on the domaig (E) x p(E?).
In sentences like (1), or the similar sentence (4) belovg #traightforward to use th&R
function as the denotation of the reciprocal expression.

(4) The girls know each other.

For logical purposes, we can safely assume that the subdjeentence (4) may denote any
set of entities with at least two members. Similarly, we assuhat the verlknow may
denote any binary relation. The latter assumption refldasirituition that there are no
logically significant restrictions on the denotation of trexb know For the purposes of
this paper, we assume that any entity may in principle starithé know relation to any
entity, or to no entities at afl. This assumption about the free interpretation of verbs like
know in reciprocal sentences like (4) means that the reciprogalessioneach otherin
such sentences must denot®tal (1,2) quantifier on sets and binary relations. However,
the situation is quite different in sentence (2), repeatddvia

(5) Mary, Sue and Jane are standing on each other. (=(2))

Unlike the verbknow the expressiostand onhas obvious restrictions on its denotation.
Most notably, our common sense knowledge tells us thasthed onexpression should
denote aracyclicrelation® Therefore, in cases like (5), unlike (1) or (4), the recipdoex-
pression does not have to be analyzed using a total functiail sets and binary relations.
Furthermore, since th&tand onrelation in sentence (5) is acyclic, any analysis of serenc

3Some works assume that reciprocal meanings should alsedmel requirement that the set of entities
argument contains at least two elements. In this paper warégihis requirement. The complex relationships
between plurality, reciprocity and cardinality of set argants merit special attention. See Heim et al. (1991),
Schwarzschild (1996), Winter (2002) and Zweig (2009) féevant details.

“More accurately, we should note that the vérwrequires aranimateentity as its subject argument.
However, for the logical analysis what is important is theg verbknowmay denote any of the subsets of some
given cartesian product x B ¢ E2. For our purposes here we avoid this complication, and &gtioe need to
specify A and B using the selectional restrictions of binary predicates.

5Some Escher paintings may come to mind as contradictingwodd knowledge. More generally, many
of the restrictions on the interpretation of relational regsions, even relatively strong restrictions like the
acyclicity of stand on may be relaxed in some highly atypical contexts. For the sdkhis study we ignore
such exceptional scenarios. See Kerem et al. (2009) fontesperimental work on typicality and reciprocals,
and remarks in section 5.1.



(5) using strong reciprocity would lead to a patently falsiipretation, contrary to facts.
Whatever the interpretation of the reciprocal expressiofb) may be, it must be logically
weaker than strong reciprocity.

One of the main claims of this paper is that the “weak” intetgtions of some re-
ciprocals are inseparable from their partiality. In ordeidevelop this idea, Definition 1
introduces partiall,2) generalized quantifiers as the semantic domain of recipeca
pressions. Accordingly, we refer to such partial quansfasreciprocal functions

Definition 1. Let© ¢ p(E?) be a set of binary relations ovef. A partial (1,2) quan-
tifier f: (p(E) x ©) - 2, from subsets oF and binary relations in© to truth-values, is
called aRECIPROCAL FUNCTIONover ©. Whenf(A, R) = 1 we say thatR SATISFIES
f-RECIPROCITYOVEr A.

We refer to a total reciprocal function over= p(E?) aSRECIPROCAL MEANING.

What are the reciprocal functions that may be realized aspretations of natural lan-
guage reciprocals expressions? Two familiar constraintthe denotation of reciprocals
areconservativityandneutrality to identitiegDalrymple et al. 1998, Peters & Westerstahl
2006). To exemplify these facts, let us consider the follmasentence.

(6) Mary, Sue and Jane are pinching each other.

The conservativity of the reciprocal in sentence (6) issillated by the fact that the truth
of (6) does not depend on pairs in thach relation which are outside the set of Mary,
Sue and Jan®.Neutrality to identities is illustrated in (6) by the faciaththe truth of the
sentence does not depend on whether or not any of the thitedsgpinching herself. In
addition to these two properties, all reciprocal interatiens known to us aremonotonic
on their relation argument. For example, suppose that seatéb) is true in a situation
where thepinchrelation describes a directed cyclic graph on the three.gittiding another
pair to this cycle by letting one of the girls pinch the twoeatlgirls simultaneously cannot
make sentence (6) false. We call this propéttynonotonicity’ When a reciprocal function
satisfies the three properties of conservativity, netyradi identities andR-monotonicity,
we call it anadmissible reciprocal interpretation

The three logical properties of reciprocal interpretati@re formally summarized in
Definition 2, using the notation for the identity relation{(z,z) : z € E} overE.

Definition 2. Let® ¢ p(FE?) be a set of binary relations ovet, and letf be a reciprocal
function fromp(E) x © to 2.

f is CONSERVATIVE if for every setd c F, for all relations R+, R, € O:
A2 N R1 = A2 n R2 = f(A,Rl) = f(A,RQ)

fiISNEUTRAL TO IDENTITIES if for every setA c F, for all relations Ry, Ry € ©:
R1 -I= RQ -1 = f(A,Rl) = f(A,RQ)

®This conservativity of reciprocals &s$, 2) quantifiers is similar to the more familiar conservativify(d, 1)
quantifiers in natural language (Peters & Westerstahl 20068). See also section 5.2.
A potential counter-example tB-monotonicity is mentioned by Kafski (1987):
(i) The students followed each other (into the room).
Indeed, it is impossible to add a pair of students to any tigeaph of thefollow relation. However, as Dalrym-
ple et al. (1998) mention, this fact is a result of the sencam$trictions on the predicafellow, and does not
bear on the monotonicity of the reciprocal.



f is R-moNoOTONIC if for every setd ¢ E, for all relations Ry, Ry € O:
R1 c R2 = f(A,Rl) < f(A,RQ)

If the reciprocal functionf is conservative, neutral to identities and R-monotoniccaié
it an ADMISSIBLE RECIPROCAL INTERPRETATION

Most logical semantic work on reciprocity has concentraiedotal (1,2) quantifiers,
i.e. on reciprocal meanings. In this paper we use the morergkenotion of partial1, 2)
quantifiers, which we have called ‘reciprocal functions’efiDition 2 classifies some of
these functions as admissible reciprocal interpretatioffse reciprocal meanings among
these admissible interpretations are referred toA8ISSIBLE RECIPROCAL MEANINGS

Below we give some examples of reciprocal sentences andsaitihei reciprocal mean-
ings that have been proposed in their semantic analysist Mdakese examples are from
Dalrymple et al. (1998), which is henceforth referred tomsKmp’.

(7)

(8)

(9)

(10)

(11)

“The captain”, said the pirates, staring at each othsumprise PKKmP).

One-way Weak Reciprocity

OWR(A,R)=1 < VaxeAJycA[zr#ynrR(z,y)]

In words: every node in the graph thatdescribes oMl has at least one (non-loop)
outgoing edge.

Five Boston pitchers sat alongside each otbapr).

Intermediate Reciprocity

IR(A,R)=1 <

Vo,yeA [x#y—3ImIzg,...,2meA [x=20 Ay=2m A R(20,21) Ao . A R(2Zm-1, 2m)]]

In words: R describes atrongly connected grapbn A — a graph that has a directed
path between any two different nodes.

The third-grade students in Mrs. Smith’s class gave etiobr measlesDKkKMP).

Intermediate Alternative Reciprocity

IAR(A,R) =1 <

Ve,ye A [x4y — ImIzg,...,zmeAlr=20 ANy=2m A (R(20,21) V R(21,20)) A
o AN R(zm-1,2m) V R(zm, 2m-1))]]

In words: R describes aveakly connected graptn A — a graph that has an undi-
rected path between any two different nodes.

He and scores of other inmates slept on foot-wide woptbetks stacked atop each
other (Kanski 1987DKKMP).

Inclusive Alternative Ordering

IAM(A,R) =1 < VzeA3yeA|[z#tyn (R(z,y) Vv R(y,x))]

In words: every node in the graph thiatdescribes ol has at least one (non-loop)
outgoing or incoming edge.

John, Bill, Tom, Jane and Mary had relations with eadteo{Dougherty 1974,
Langendoen 1978).



Symmetric Reciprocity

SmR(A,R) =1 < VaxeAJyeA[ztynR(z,y) A R(y,x)]

In words: every node in the graph thatdescribes ol has at least one (non-loop)
bi-directional edge.

The total(1,2) quantifiers in (7)-(11) have all been proposed as the mesarohghe
reciprocal expressions in the respective sentences. Adalesgee, it is not always easy
to support such proposals. One of the complicating facttkdt the semantic restrictions
on the denotation of relational expressions often leaveespassibilities open regarding
the meaning of the reciprocal expression. For exampigMp doubt the usefulness of
the SmR quantifier for analyzing sentence (11), pointing out thately the symmetry of
the binary relatiorhad relations with both theSmR and theIA0 meanings lead to identical
truth-conditions. In formula: for every set ¢ E andsymmetricbinary relationRk ¢ E?,
SmR(A, R) = IA0(A, R). Using our terminology, we say that when the total quansfier
SmR andIA0 are restricted to the domain of symmetric binary relatidhey yield the same
reciprocal interpretation. This example shows a genemtblpm for assessing empirical
claims about reciprocal meanings using truth-conditianédlence about natural language
sentences. We will avoid this problem by concentrating aiprecal interpretations rather
than reciprocal meanings. Reciprocal meanings will onlyi®ed here in order to compare
our results to previous ones. This leaves us with our maistopre what are the origins of
variability in the interpretation of reciprocal senterizes

3 Accounting for reciprocal interpretations

As we saw above, different reciprocal meanings have begoopeal for analyzing recip-
rocal interpretations in different sentences and conteriskMpP analyze reciprocals as
ambiguous quantificational expressions and propose ammafoprinciple, theStrongest
Meaning HypothesiéSMH), for selecting between their different meanings. BihéH se-
lects a reciprocal meaning based on contextual informatiahis assumedd hocfor each
analyzed reciprocal sentence. We propose a more formatsimalf the quantificational
variability of reciprocals, replacing the SMH by a prin@phat we call theMaximal In-
terpretation HypothesigMIH). Unlike the SMH, the MIH does not assume ambiguity of
reciprocals between different meanings. Rather, undeMiall reciprocals denote one
operator that takes meaning postulates on relational pismes a parameter. Our definition
of reciprocity derives a maximal interpretation with resp® the logical constraints that
the meaning postulates on the relation impose. In sectioa wilshow that the results of
using the MIH are compatible in many cases witkkMP’s informal SMH-based analysis.
However, a central difference between our proposed asadygl many previous proposals,
including DKKMP’s, concerns the question of connectivity or partitioninggraphs that are
induced by reciprocal interpretations. We argue that recigd expressions impose a con-
nectivity requirement on their arguments. Potential cesakamples involving partitioned
interpretations of reciprocal sentences are argued to tdeedeby general quantificational
mechanisms with plurals, which are independent of the piné¢ation of reciprocal expres-
sions. This section introduces the SMH, the MIH and our agsiams about partitioning
with plurals.



3.1 Dalrymple et al's Strongest Meaning Hypothesis

DKKMP’s theory is based on six reciprocal meaning®, OWR, IR, IAR andIA0, which were
defined above, and an additional meani@ttpng Alternative Reciprocityvhich is defined
below.

(12) Strong Alternative Reciprocity
SAR(A,R) =1 < Vz,ycA[zty > (R(z,y) v R(y,x))]
In words: the graph thaR describes om has a complete underlying (undirected)
graph, possibly with loop8.

Having assumed this six-way ambiguitpkkmp further propose a disambiguation strategy
that governs it. The denotation of a reciprocal expressioa @iven sentence is selected
using an informal principle thaikkmp call theStrongest Meaning HypothegSMH). We
paraphrase the SMH below.

Strongest Meaning Hypothesi{SMH): Let S be a natural language sentence containing
a reciprocal expressioRECIP. For any reciprocal meaningdl, let ¢ be the proposition
derived forS by lettingRecipdenotell. The occurrence a;fECIPin S denotes the strongest
meaningll € {SR, 0WR, IR, IAR, IAO0, SAR} such thatpry is consistent with the context Sfs
utterance.

We standardly say that a reciprocal meariihgis stronger thara meanindl; if for every
Ac EandR c E% TI;(A, R) <TIy(A, R). For the logical ordering of the six meanings
proposed bypkkMP, see Figure 2.

SR

RN
IR SAR

S NS

OwR IAR

NS

IAO

Figure 2: DKKMP’s six reciprocal meanings and their logical ordering

As an example fookkmP’s use of the SMH, let us consider sentence (9), restated
below.

(13) The third-grade students in Mrs. Smith’s clgaseeach othemeasleg=(9)).

As DKKMP point out, according to common world knowledge, people caly be given
measles once. In other words, if the expresgjiome measleq (13) denotes a relatioR,
then its inverse relatiof ! is a function. The function tha® ! describes may be partial,
since some people may not get measles at all. In additiomggimeasles is only possible

8For further discussion of th&R meaning see Sabato & Winter (2005), where we argued tharsesing
is unlikely to be attested as a reading of natural languagipnexals. See also footnote 17.

®pbkKMP argue for these six meanings as thpriori available denotations of reciprocals by showing that
they are all derived using three basic meanings. Each of th&sic meanings is applied either of the denotation
R of the relational expression in the sentence, or to its sytmengosureR”. For more details on this analysis
see Dalrymple et al. (1998, pp.187-8).



after getting it. This means that the graph described by ¢laion R does not contain
circles, and we say that the relatidhhas to beacyclic
Formally, we define the following sets of binary relation®oa domaink:

(14) FuN~! = {Rc E?:VYz,yi,y2¢F [(R(y1,2) A R(y2,2)) = y1 = y2]}

In words: FUN~! is the set of relations ovel whoseinverseis afunction possibly
a partial one.

(15) ACYC={RCE?:VnVx,...,2,€E
-[R(x1,22) A R(x2,23) A ... A R(p-1,%n) A R(xp,x1)] }

In words: ACYC is the set ofacyclicrelations ovel.

We rephras@®kkMpP’s assumption about sentence (13) by requiring that thepirdation
R for the expressiogive measlesust be in the setcYc n FUN~L. Conversely, any relation
in ACYC n FUN"! is a possible denotation for the relational expressgjime measlet® We
say that the setCYC n FUN"! is thepoMAIN for interpreting the relational expressigive
measlesLet us officially state this terminological convention.

Terminology: Let REL be a relational expression, and I€t ¢ p(E?) be a set of binary
relations overE. If every relation in® is a possible denotation &fEL over E, and any
possible denotation GfEL over E is in ©, we say thab is REL'Ss DOMAIN of interpretation
over E, and denot®gg = O.

Summarizing, we expresskKMP’s assumption on the relational expressgine measles
by denoting:

-1
Ogive measles ACYCN FUN™".

Let A ¢ E be the set of entities denoted by the subject of sentence \{t@ye|A| >
2. And let R € ACYC n FUN"! be a denotation of the relational expressgive measles
Given our assumptions, it is easy to verify tlaR is the strongest reciprocal meaning
IT € {SR,0WR, IR, IAR, IAO, SAR} that satisfie§I(A, R) = 1. To see that, note that siné¢eis
acyclic,SR(A4, R) = 0 andIR(A, R) = 0. SinceR is also inFUN~!, we haveowR(A, R) = 0,
and furthersAR(A, R) = 0 for any A s.t. |[A| > 3. Assuming that the expressiaive
measlescan denote any relation iCYC n FUN~!, we are left with two reciprocal mean-
ings in DKKMP’s account that are consistent wili( 4, R) = 1: IAR and1A0.1! The IAR
meaning is stronger thairo. Hence, the SMH selec®'R as the denotation of the recip-
rocal expression in sentence (13). This meaning, togetfibrtie acyclicity andFun—!
properties of the predicate, entail that the relatipre measle# (13) describes directed

Although bkkmP do not explicitly state this assumption, it seems to digeftillow from their informal
notion of “relevant context”: if the denotation give measlewsiere contextually restricted to be a proper subset
of ACYC n FUN~?, this would have to be taken into account when using the SMéiwaA shall see below, the
SMH might have derived absurd results if only some of theti@ia in ACYC n FUN"! were used as possible
denotations of the relational expression.

HAs mentioned in footnote 10, the assumpti@YC n FUN"! ¢ Ogive measledS crucial forokkmp’s anal-
ysis. Without this (plausible) assumption, it would not keagnteed that evelR andIA0 are consistent with
II(A, R) = 1. As an extreme example, note that all analyses of (13) usiegMH must make sure that the
domain for the expressiagive measless not empty, i.e. that somebodpuld have given somebody measles.



treeon the third-graders? Ignoring at this stage some empirical complicatibhsye note
that this result basically agrees with speaker intuitidsmua the truth conditions of sentence
(13).

3.2 The Maximal Interpretation Hypothesis

In our presentation of the SMH above, we have consideredetatonal domain of interpre-
tation as the only parameter that affects the selection efi@rocal meaning. However, by
appealing to contextual information, the SMH strives to lmrergeneral than that, and take
into account further pragmatic parameters beyond the streari the relation to which the
reciprocal appliesbkkMpP do not elaborate on this point beyond saying that the camaéxt
information appealed to by the SMH should be “relevant torg@procal interpretation”
(Dalrymple et al. 1998, p.193). Although possibly useb®kMP’s general statement does
not explain further the notion of “relevance” that it appetd. Consequently, it becomes
hard to test the expectations of the SMH against the interfioe of simple reciprocal sen-
tences. Consider for instance the reciprocal sentence (iEw, uttered in the context of
(16a).

(16) a. Mary likes John, but John doesn't like Mary.
b. Mary and John like each other.

The context (16a) contradicé®, OWR andIR as possible meanings of the reciprocal in sen-
tence (16b). Therefore, using the SMH we may expect sen{@itt® to be true in context
(16a), withSAR as the meaning of the reciprocal expression in (16b). THI®(RUSEAR is

the strongest among the three remaining reciprocal meamnpgkKMP’s account. How-
ever, the context (16a) flatly contradicts sentence (16husJokkKMP’s analysis requires
the contextual information that sentence (16a) conveystddiined as irrelevant for the
interpretation of the reciprocal in (16b). We are unawaramj well-defined notion of
relevance that does that.

This and similar problems lead us to abandon the notion ¢téVeat context” as the key
factor in determining reciprocal interpretations, whigaining the “logical maximality”
idea that underlies the SMH. Of course, we do not deny thatrgénontextual factors affect
the interpretation of reciprocaté.However, we believe that for the purpose of studying the
basic principles and mechanisms underlying the interfivetaariability of reciprocals, it
is useful to concentrate on what seems like the key contefdiator governing it — the
interpretation of the relational concept with which theipeacal combines. As we shall

12 relation R describes a directed tree, or arborescencéTutte 2001, p.126), if the undirected version
of R (its symmetric closure) is a tree (a connected acyclic eotid graph) and in addition, there is a nede
(root) such that for each other nogdgthere is a directed path iR from r to z. To see that an acyclic and weakly
connected graph that has theN™* property is an arborescence, consider the following praedSelect any
node, and follow the edge that point to it if there is such agee(dhere is at most one such edge because of
FUN™!). Repeat this process until reaching a nedkat has no edges pointing to it (such a node exists because
of acyclicity). The node- has a directed path to any other node because: lfgs an undirected path with
any other node (weak connectivity), and (ii) no nadim such an undirected path has more than two incoming
edgesKUN™!).

13As DKKMP mention, sentence (13) can also be true if the relagise measleslescribes &ollection of
directed trees on the third-graders. In this case thereiig than one third grader who got measles from outside
the group of third grades. See section 3.3 below.

14See some remarks in footnote 36



see, the interpretation of relational expressions, wkskelfibeing quite sensitive to general
contextual factors, is often logically stable, and thibgity helps to test hypotheses about
the semantics/pragmatics of reciprocals.

Our proposal is based on two general assumptions, whicHageyeevious work in
Winter (1996, 2001), Gardent & Konrad (2000) and Sabato & Winter (2005). Fastsaid
above, instead of considering the whole context of utterane focus on the meaning of
the relational expression as the main parameter that dieiesrthe semantics of reciprocity.
Second, unlikebkkMP’s ambiguity based approach, we do not adopt any assumption o
the a priori possible meanings of reciprocal expressibhsRather, our account directly
derives a reciprocal interpretation using the domain inciwtihe relational expression is
interpreted. These two assumptions lead us to an alteenatithe SMH, which we call the
Maximal Interpretation Hypothesig his principle is informally stated below.

Maximal Interpretation Hypothesis (MIH): LetrREL be a relational expression composing
with a reciprocal expression in a natural language senteriReciprocity requireREL to
denote a relation irREL’s domain of interpretation that is not properly containedany
other relation inREL's domain. In this case we say thREL denotes a maximaelation in
REL’'S domain.

The MIH employs logical semantic domains for interpretirgational expressions.
Thus, we assume that meanings of relational expressioms|ationalconceptgMargolis
& Laurence 1999), impose logical restrictions on their flaesdenotations. These logical
restrictions are often classified meaning postulate€arnap 1952, Montague 1973, Zim-
mermann 1999). The meaning postulates on the denotatidre @Xpressiogive measles
were expressed above by requiring that the domain for irgéng it is the seacYCnFUN~!.
With this assumption, the MIH boils down to requiring thae #xpressiomgive measlem
sentence (13) denotes a maximal relatiom@C n FUN"'. As we shall see below, this
MIH-based interpretation of (13) agrees with & meaning that is derived for (13) in the
SMH-based analysis.

When formally stating the MIH, we adopt the following notatifor restricting binary
relationsR ¢ E? and relational domain® c p(E?) using a set ¢ E:

Rlx = RnA? — Rrestricted toA

Ola = {R|a:ReO} — O restricted toA

For disregarding identities in relations and relationahdins, we use the notation:
Rl = R-1I — R, disregarding identities

©l = {R|:Re©} — 0O,disregarding identities

Combining the two notations we get:
Rla = Rla-1 — R restricted toA, disregarding identities
Ola {Rla: Re®} — O restricted toA, disregarding identities

Using this notation, we defindIH-based reciprocal functionas follows.

The admissibility of reciprocal interpretations (cf. Détfiion 2) follows as a direct corollary of our account,
rather than being a separate assumption. However, in se&Bowe will see that aonnectivityassumption on
reciprocal interpretations has to be added in order to makamgproach empirically coherent.
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Definition 3. Let© c p(E?) be a set of binary relations ove?. TheMIH-BASED recipro-
cal functionrReciPy" is defined for all setsl ¢ £ and relationsR € © by:

RECIPY'(A,R) =1 iff forall R e®|4: Rlac R = Rla=R'

In words: a relationk € © satisfies MIH-based reciprocity over a st F with respect to
Oif R|4is maximal on® | 4.

Note that by definition, the reciprocal functi®@&ciPg' is conservative, neutral to identities
and R-monotonic for every se® of binary relations. Thus, in our terminology, every
reciprocal functiorReciPy" is an admissible reciprocal interpretation, indepengesttlo.

Let us reconsider example (13) above. For the expresgign measleswe have as-
sumedOgive measless ACYC N FUN"L. For this se® and a relationR in ©, we observe that
the reciprocal functiomeciPy" satisfiesRecIPy’ (A, R) = 1 if and only if R describes a
weakly connected graph of.1® Thus, we note the following fact.

Fact 1. Let © be the set of binary relationsCyC n FUN! ¢ E2. For every setd ¢ E and
relation R € ©: RECIPS" (A, R) =1 < IAR(A,R) = 1.

We see here that for the domath = ACYC n FUN~! of binary relations, the reciprocal in-
terpretationRECIPY" and the SMH-based reciprocal meanifAR agree with one another.
Thus, as in the SMH-based analysis above, the MIH analyzegethtiongive measlein
sentence (13) as describingleected treeon the third-graders. However, our reliance on
the notion of ‘reciprocal interpretation’ gives no spe@#tus to thelAR meaning in the
analysis of sentence (13). The interpretation that the M#H\ves is consistent with thEAR
meaning, but also with stronger meanings. Consider foairs the following reciprocal
meaningR0O0T, which is stronger tha@iAR and requires that, on top of weak connectivity,
the graph described by the relation contains at least one thad has a directed path to any
other node.

(17) ROOT(A,R)=1 <
IreAVzeA [z#r—>3ImIzo,...,2meA [r=20 Ax=213 A R(20,21) Ao .AR(Zim-1,2m)]]

In words: R describes a graph oA with at least one root — a node that has a
directed path to every other node.

We have seen that the MIH-based interpretation of the recgbin (9) agrees with both
IAR andR0OT. The following standard definition afonsistencypetween a partial function
and a total function, formalizes this notion of ‘agreemdgtween reciprocal functions and
reciprocal meanings.

Definition 4. Let® c p(E?) be a set of binary relations ovet # @, and letf : (p(E) x
©) — 2 be a reciprocal function. Lell : p(E) x p(FE?) be a reciprocal meaning ovef.
We say thatf is CONSISTENTwith IT on E if for every setdA ¢ F and relationR € ©:
f(A,R) =TI(A, R).

Bproof ‘only if’: assume thaR | 4 is maximal on© | 4, and assume for contradiction thA&t| 4 is not
weakly connected. Then there are two non-empty weakly aiadecomponent§’; ¢ A andC> ¢ A - Ci.
The acyclicity andrUN™" properties ofR entail thatC'; andC’, are both directed trees (cf. footnote 12). Thus,
we can add an edge t8, connecting the tree§; and C» and leaving the acyclicity anBUN™" properties
of R intact. This contradicts t& | 4’s maximality on© | 4. Proof ‘if": if R |4 is weakly connected, then
R e ACYC n FUN™! entails thatR | 4 is a directed tree (cf. footnote 12). By definition of diretteees, adding
any edge tak | 4 would create either a a non-acyclic or a ! relation. HenceR | 4 is maximal on© | 4.
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This notion of consistency will be useful for our analysiscohcrete examples in section
41

3.3 MIH-based connectivity and partitioning

When analyzing reciprocal sentences we should be carefdistmguish general plural-
ity phenomena from the quantificational semantics of recals. One especially relevant
property of plurals concerns thgdartitioning effects (Schwarzschild 1996, Winter 2000,
Beck & Sauerland 2001). These are cases where a plural angisteterpreted by dividing
its denotation into two or more sets. Consider the simplengta (18a).

(18) a. The Indians and the Chinese are numerous.

b. numerous(/) A numerous(C')

The likely interpretation of sentence (18a) that is formedi in (18b) claims that there are
many Indian people as well as many Chinese people. Thuse el surface argument

of the predicatebe numerousn sentence (18a) is one plural subject, the sentence can be
interpreted as involving predication over two sets. A siméffect also appears with plural
sentences containing reciprocal expressions. Consigefottowing simple example of
such “partitioned reciprocity”.

(19) a. Mary and John and Sue and Bill are married to each.other
b. married({mary,john}) A married({sue, bill})

The likely interpretation of sentence (19a) involwes sets (of married couples), as for-
malized in (19b).

The reason we have dubbed examples (18a) and (19a) “sinpladdause semantic
theory has a ready explanation for their partitioning a@ffeé\s stressed in Winter (208}l
the boolean analysis of the conjunctiand in complex noun phrases directly derives the
partitioning effects in (18) and (19). Of course, booleanjanction of noun phrases does
not require any partitioning mechanism in the semanticotéctive predicates, reciprocal
expressions or plural predicates in general. Therefore Jikaly source of the partitioning
in sentences (18a) and (19akigernalto the predicate.

In other examples, however, it is less clear that partitigrian be a predicate-external
process. Consider for instance the following familiar eperGillon (1987).

(20) Rodgers, Hammerstein and Hart wrote musicals together

YIn Sabato & Winter (2005) we introduced a notionaoingruencebetween reciprocal functions and recip-
rocal meanings. A reciprocal meanihfis congruent with a reciprocal functichif IT is consistent withf,
and furthermordl is the strongest reciprocal meaning consistent yithVe consider congruence as a formal
correlate to the intuition that a certain reciprocal megrigh“attested” in a given sentence: when a sentence
interpretation is congruent with a meaniiigwe may reasonably claim thBtis attested. As shown in Sabato
& Winter (2005), thesAR meaning is only congruent with the reciprocal interpretaiteC1P{tyy, whereAsyM
is the set of asymmetric relations. As will be mentioned ictisa 4.3 below, we are not aware of any relational
expression in natural language whose domain contains dlbaly the asymmetric relations. As a result we
expect thesAR meaning not to be easily attested. Another meaning that vegoped in the literature for recip-
rocals isweak reciprocity(WRr, see Langendoen (1978)):
WR(A,R)=1 < VzeAJy,zeA[z#tynrz+tzrR(z,y)AR(zz)].
In words: each node in the graph describedibgver A has a (non-loop) incoming edge as well as a (hon-loop)
outgoing edge. In Sabato & Winter (2005) we show that for gwat E s.t.|E| > 6, there is no relational
domain® over E s.t.WR is congruent with the reciprocal interpretatiegciRy". For empirical arguments
againswRr as an “unattested” reciprocal meaning, sg&MP (p.176).
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This sentence may be true even though the three writers wellaborated as a trio. As
things were, the sentence is true, but only due to the colaive work of the two duos
Rodgers & Hammersteiand Rodgers & Hart This example shows that we need some
semantic/pragmatic principles on top of NP structure tmantfor partitioning effects. An
on-going debate in the semantic study of plurals conceresetiprinciples, their account
and their theoretical implications.

This debate on partitioning effects with plurals is highgtewant for our understand-
ing of reciprocity. To see that, let us first reconsid&kmpP’s measlesexample, which is
repeated below.

(21) The third-grade students in Mrs. Smith’s clgaseeach othemeasleg=(13)).
As mentioned bypkkmP, this sentence can be true if a few third graders got measles f
people outside Mrs. Smith’s class. In this case, there wiffiereht origins for the disease
in the class, and thgive measleselation describes aollection of directed trees on the
third-graders. This interpretation illustrates a paotithg of the class into mutually dis-
joint sets, which is consistent with ttHi&0 meaning, but not with th&AR meaning that
the SMH derives for (21) (section 3.1pkKMP suggest that the reciprocal in (21) indeed
meansIAR, and that the partitioning effect is a result of “vaguenesthé meaning” of this
sentence (Dalrymple et al. 1998, p.192). ThmsKkmP take partitioning to be a reciprocal-
independent effect. This assumption is consistent withyraanounts of partitioning effects
(e.g. (20)) in the literature on pluralit§. However, in their analysis of sentence (10), re-
stated belowpkkmpP adopt a different approach to the choice betwegmandIAo.

(22) He and scores of other inmates slept on foot-wide woptkerks stacked atop each

other (=(10)).

DKKMP claim that it is impossible foEAR to hold in (22), since “it would not be possible
for scores of sleeping inmates to fit in a single stack of wogolanks” (Dalrymple et al.
1998, p.195). Acordinglypkkmp claim that the SMH selectsAo as the meaning of the
reciprocal in (22).

We see thabkkMP explain the partitioning effect in (21) as a vagueness tffat¢op of
theIAR meaning of the reciprocal. Also with some other exampleb v&tiprocalspKkMP
propose that vagueness plays a role in allowing partiti@arymple et al. 1998, pp.177-
179). However, when analyzing the partitioning effect i2)(2okkmP do not appeal to
vagueness, but base their account ort#ieereciprocal meaning, which allows partitioning.
We are not sure what the justification for this analytic ddancy may be: reasonably, the
same principles that allow partitioning through vagueriesbe measles example (21) may
allow it in the plank example (22) as well. We thus proposé plzatitioned interpretations
uniformly follow from mechanisms that are external to th&eipretation of the recipro-
cal expression. Accordingly, we adopt the following unifyiprinciple (Sabato & Winter
2010).

Connectivity Principle: The graph that a reciprocal interpretation describes on ersast
be weakly connected (i.e. consistent VIitR).

According to this principle, theArR meaning, defined in (9), is the weakest possible meaning
that is consistent with reciprocal functions in naturalgaage. Implementing this connec-
tivity requirement must be done on top of Definition 3 of Mildded reciprocal functions.
Thus, we adopt the following definition &IH-based connected reciprocity

183See Schwarzschild (1996), Winter (2000), Beck & Sauerl20071).
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Definition 5. Let © ¢ p(FE?) be a set of binary relations oveE. The MIH-BASED
connectedeciprocal functionReciPy*“ is defined as follows for all setd ¢ £ and re-
lations R € ©:

RECIPY"“(A,R) =1 iff RECIPY' (A, R)=1IAR(A,R)=1.

In words: arelationR € © satisfies MIH-based connected reciprocity over asetFE with
respect t@® if R| 4 is maximal on® | 4 andR| 4 is weakly connected.

Basing ourselves on the connectivity principle, we assuraedartitioning follows from
the general semantics of plurality, as implieddxmpP’s informal discussion of sentence
(21) and other cases in Dalrymple et al. (1998, pp.177-1k@)retain a connected interpre-
tation of the reciprocal expression in (21), but assumettigaset argument of the reciprocal
function may be different than the denotation of the sulijeetto a partitioning mechanism
independent of reciprocal quantification. For instancesater the following analysis of
sentence (21).

(23) VA ePART(S) [RECIPY" (A, R)], where:

S = the set of students ik

PART(S) = asetofsubsets &, s.t. UPART(S) =S
© = Ogive measles= ACYCN FUN~!

R = the binarygive measleselation in©

In words: for each sefl in a given partitioning of the students, thgere measleselation
describes a connected graph drithat satisfies the acyclicity argUN~! properties, and
which is a maximal graph oA that satisfies those properties.

This analysis of sentence (21) is consistent withithi@meaning. However, the proposition
RECIPY"“(A, R) within it is consistent witlAR for each setd in the collectionPART(S).
Similarly, but unlikeDKkkMP’s account, our analysis of the reciprocal expression if 22
consistent witltAR, but the sentence itself is analyzed as involving an exteeuditioning
mechanism (see section 4.3).

As DKKMP remark, when the number of elements in the subject dennta&iemall,
partitioning of the subject becomes pragmatically un{ikél For instance pkkMP men-
tion that in the exampléhose six children gave each other meastege sentence prefers
a connected interpretation. In agreement with this engliaveat, we summarize our
informal assumptions on partitioning below.

Partitioning : Partitioned predication over a plural argument must be pragically trig-
gered. It is more likely to occur when the set that the argurdenotes is relatively big.
This approach to partitioning is shared by many works, altjiothe exact way of imple-
menting it remains controversial. The choice between tladable semantic accounts of
partitioning is not trivial and will not be addressed heret the same time, we note that

9This claim may seem to be contradicted by sentence (20) hagiies the impression of partitioning with
a subject that denotes a small set. However, as claimed bieYR000), the partitioning impression in (20) is
misleading, and appears due to the plurality of the objyaasicals When this object is replaced by a singular
object likea musica] the partitioning effect vanishes. See Winter (2000) fottfer discussion of this empirical
point.
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our assumption on the connectivity of reciprocal intergtiens is an integral part of our
MIH-based proposal. Consider for instance the followingageptable sentence.

(24) #Mary, Sue and Bill are married to each other.

Assuming a ban on polygamy, a person can only be married tothee person at a time.
Thus, consider a situation where Bill is married to one oftthe women in (24). Such a
situation describes a maximal non-polygamous marriaggioal among the three individ-
uals. Therefore, without the connectivity principle, théHVivould expect sentence (24)
to be true in this situation. This expectation is problemagince sentence (24) is clearly
unacceptable in this situation. With the addition of theramtivity principle, our analy-
sis requires that all three individuals partake in the retatand thus expects sentence (24)
to be necessarily false. This accounts for the infelicity2¥) in monogamous contexts.
Similarly, the connectivity principle rules out any acaage interpretation of the following
sentence.

(25) #Mary, Sue, Bill and John are married to each other.

The unacceptability judgement in (25) is similar to the am€24). Here again, the MIH
without the connectivity principle would expect an accepganterpretation. Furthermore,
also the SMH might incorrectly expect a similarly coherezading, using thewrR meaning
of the reciprocal. We conclude thakkmpP’s postulation of the reciprocal meaniogRr,
and the weakelA0 meaning, which allow partitioned interpretations, is notpérically
supported.

Let us reconsider sentence (7), restated below.

(26) “The captain”, said the pirates, staring at each otheuiprise (=(7)).

Sentence (26) underspecifies the number of the pirateshanefore readily allows parti-
tioning effects. For instance, it is possible that with ¢ighates, thestare atrelation in
(26) forms two circles of four pirates each. However, thisdkof partitioning is no longer
readily possible in the following sentence.

(27) Mary, Sue, Bill and John are staring at each other.

The preferable interpretation of sentence (27) requiresectivity. To see that, consider
sentence (27) in a partitioned situation as in Figure 3, eiéary and Sue are staring at
each other, and so do Bill and John, but there is an opaquesedirating between the two
pairs. In this situation the speakers we consulted hegitatensider sentence (27) as true.

Mary Bill

Sue John

Figure 3: two staring atpairs separated by a wall

As argued by Winter (2000), conjunctions as in the subjed2@j do not easily license
external partitioning. As a result, our connectivity pipie about reciprocals expects the
marked status of sentence (27) in Figure 3.
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4 MIH and the logical typology of relational concepts

In section 3 we introduced the MIH as an alternative prirecifg the SMH, which takes
the logical properties of binary relations as its only pagtan when specifying reciprocal
interpretations. In this section we take a closer look onldigécal typology of relational
concepts and its implications for the interpretation ofpaaral expressions.

4.1 Strong reciprocity with unrestricted and symmetric relations

Reconsider sentence (4), which is reproduced in (28) below.
(28) The girlsknoweach other (=(4)).

We noted that the interpretation of (28) is consistent withrsy reciprocity. The same holds
for the following sentences, with symmetric predicates.

(29) John, Bill and Tom arsimilar to each other.

(30) a. These three paintingse identical toeach other.
b. These three linemn parallel toone another.

These facts are expected by both the SMH and the MIH usingaiaasumptions on the
relevant meaning postulates for the relational expressiothese sentences. Let us illus-
trate this point and elaborate on it.

As noted above, the predicataowin (28) shows no logical restrictions on its denota-
tion. This lack of logical restrictions is described by assuwg that the domai®ypq,, for
this predicate is the whole domair{ £?) of binary relations. The situation is similar with
many other relational expressions, some of which are iititestl below.

(31) Relational expressions with = p(E?):

to know, to like, to admire, to see, to refer to, to mentiomdar, to hate, to forget,
to praise, to understand, to listen to, to compliment

We say that relational expressions as in (31) haveraastrictedinterpretation, and denote
it by the assumptio® = o (E?).

Symmetry of relational expressions like similar toin sentence (29) is standardly
defined in (32) below using the domadrM.

(32) sYM = {Rc E?:Va,yeE [R(z,y) - R(y,z)]}
In words: SYM is the set oBymmetriaelations overE.

When saying that a relational express®BL is ‘'symmetric’, we assume that the domain
Ore, for its interpretation is contained &¥M. Normally this containment is proper: most
symmetric relational expressions that we considered hakefr restrictions on their de-
notations besides symmetry. For instance, consider tatiaeal expressiome far from

In addition to its symmetry, this expression is algeflexive Therefore the domain for
its interpretation is a proper subsetsyM. Importantly for our purposes, however, further
reflexivity or irreflexivity restrictions on the domains @flational expressions do not affect
the SMH-based and the MIH-based analyses of reciprocalwiog the basic observation
about the neutrality of reciprocal interpretations to iitexs (Definition 2), both the SMH-
based and the MIH-based approaches properly ignore igsnitit denotations of relational
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expressions. Considering this point, we may consistegtigrie identities when classifying
the domains of relational expressions for the sake of shgdygciprocity. For instance,
instead of characterizing the domain of the expresbefiar fromas the domain of ali-
reflexive symmetricelations, we only stress that this predicate sati$higsar fromd = SYMJ.

In words: when identity pairs are subtracted from the refetiin the domain of the expres-
sionbe far fromand the domain of all symmetric relations, we get the samefsetations.
Some more examples of symmetric relational expressiontsogort are given below.

(33) Relational expressions with)= SYM|:

to be digsimilar to, to be adjacent to, to be far frgro overlap be outside gfto be
a neighbofcousirrelative of to have relation&ontactan affair with

Some of these predicates, like the predidagefar from are irreflexive. Others, likbe
similar to, may be reflexive. Whether any symmetric relational expoessare ‘purely
symmetric’ with no reflexivity or irreflexivity restrictionis a question that we ignore for
the purposes of this pap&t.

The symmetric reflexive expressidre identical toin sentence (30a) is of course also
transitive, as standardly defined below.

(34) TR = {RcE?:Va,y,2¢E [(R(z,y) A R(y,2)) > R(z,2)]}
In words: TR is the set otransitiverelations overE.
More examples for symmetric transitive relational expi@ssare summarized below.

(35) Relational expressions with|= (SYMNTR):

a. Sameness predicatdém identicalequal tq be the same as

b. Equality comparativede as tallsmart asbe equally tallsmart as
c. Kinship termsbe sibling, brother, sister of

d. Other predicatese equivalent torun parallel to

The predicates in (35a-b) are clearly reflexive; the kingéims in (35c) are clearly irreflex-
ive. The reflexivity properties, if any, of the predicateg3sd) are unclear to us.

As we saw in (28)-(30), the three types of predicates ilatstt in (31), (33) and (35) are
consistent with strong reciprocity. The MIH captures this fact, as formally stated below.

Fact 2. Let©® c p(E?) be a set of binary relations ovef that satisfie®® = £2, © |= Sym|
or©}= (SYMnTR)|. The MIH-based reciprocal functioRECIPY" is consistent with ther
meaning ovelr.

When® = E?, the interpretatioRECIPY" is a total function, hence it is furthermore identi-
cal to the meaningR.

The relational expressiortsave relations withor have contact withmay be examples for such purely
symmetric relations. It is possible that sentences Jiden has relations with himsel contingent. For some
intricacies concerning the possibly collective interptiein of sentences like (11), which contains this relation,
see some remarks in section 5.2.

ZLanother class of symmetric relational expressions thal tesR readings of reciprocals are expressions
like unequal to, different than, inequivalentdounparallel tq which are further restricted in having a transitive
complement (cf. (35)).
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A property similar to Fact 2 also holds for the SMH. SirgR{ A, R) is contingent
for the three® domains in Fact 2, the SMH also expeststo be the realized reciprocal
meaning in sentences like (28)-(38).We conclude that for the most common types of
strong reciprocity, the MIH and the SMH agree with each o#iret with the fact$®

4.2 Functional relational expressions

A simple distinction between the SMH and the MIH is observrethe analysis 0bKKMP’s
example (26), restated below.

(36) “The captain”, said the pirates, staring at each othsuiprise (=(26)).

The relational expressiatare atis quite special among the natural language predicates that
we have examined, in having the sefpafitial functionsas its entire interpretation domain.
As DKKMP mention, a person is likely to stare at only one object at a fhirhe definition

of this relational domain follows.

(37) FUN = {RC E%:Va,y1,y2e E [(R(x,y1) A R(2,92)) = y1 = y2]}

In words: FUN is the set of relations ovel that describe dunctionon their first
argument, possibly a partial one.

Dalrymple et al. (1998, p.196) note that, given tua restriction on the domain of the rela-
tion stare at the SMH expects the meaning of the reciprocal in (36) t@béntermediate
reciprocity). This reciprocal meaning requires thatdtee atgraph is strongly connected,
i.e. there is a directed path between any two different @érdi (36). Such strong con-
nectivity can only be realized with a functional relationthie graph that it describes is a
directed circle. This interpretation is stronger than whabntuitively required in sentence
(36), which is true as long as each pirate stares at some piranother. Thus, interpreting
sentence (36) is an open challenge for the SMH.

The MIH-based analysis does not face this problem. Accgrttinour analysis, any
functional relation denoted by the expressgtare atthat is maximal on the set of pirates,
is expected to lead to an acceptable interpretation of sea@te36). Such maximal interpre-
tations agree witlbkkMP’s claim that sentence (36) is consistent with tw& meaning,
which requires an outgoing edge from each node. This iscsiatie following fact.

Fact 3. LetFUN be the set of functional binary relations ovEr The MIH-based reciprocal
functionRECIP is consistent with thewR meaning overr.

22Unlike bKkkMP, we assume here that the only ‘contextual information’vate for the SMH is the domain
O of the relational expression. As claimed in sections 3.13&8dwithout this assumption it is hard to formally
evaluate the SMH.

ZIn one case the speaker judgements we got on reciprocitysyitimetric predicates were mixed. This
involves sentences likglary, Sue and Jane are cousins of each otl8yme speakers consider this sentence as
possibly true if Mary and Sue, as well as Sue and Jane, aredissins, but Mary and Jane are only second
cousins. We believe that this possibility reflects strorgpmcity with some vagueness of the relatmyusin
First, the sentencilary, Sue and Jane are firsbusins of each othés false in this situation, as far as we were
able to check. Second, as we shall see in section 4.3, maay kitiship terms clearly do not allow reciprocal
interpretations that are weaker them

%*The object that is stared at may be composed of smaller abjasta result, one may also stare at a group
of people. This brings up some of the issues discussed ifpreR3, but it is does not affect too much the
relevant interpretation of sentence (36).
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As we proposed in section 3.3, reciprocals require weak ectivity. This is also ex-
pected to be the case in sentences like (27) or (36) (=(26}h e connectivity principle,
the MIH (definition 5) expects the reciprocal interpretatiwith functional relations to be
consistent with the reciprocal meaniogR n IAR. This meaning is stronger than batkR
andIAR, but weaker than the strong connectivity meariRghat is expected by the SMH.

DKKMP give another example for a functional relational expressising the following
example?®

(38) The children followed each other around the Maypole.

The relationfollow around the Maypolés likely to be interpreted functionally, because
it is hard to directly follow two or more people around a Malg® Similarly, follow
aroundis likely to have theFuN~! property: it is hard for two or more people to directly
follow another person around the Maypole, unless they aasasgroup (see footnote 26).
Another transitive verb that behaves similarlyfadlow in this respect is the verbhase
The net result of the two requiremeritsN andFUN~! is that the MIH expects the relation
in sentence (38) to describe a circular graph over the @nldrhich is consistent with the
IR reciprocal meaning. With external partitioning, sente(8%) can be true if the children
were divided into some subgroups, where each subgroup farirsle of children around
the Maypole.

4.3 Asymmetry (1) — intransitive relational expressions

In section 3.3 we analyzed sentence (21), with the acydiitiomal expressiogive measles
Logically, the class of acyclic relations is a proper sulndehe larger class aisymmetric
relations, as standardly defined below.

(39) ASYM = {Rc E?:Vx,yeFE [R(z,y) - -R(y,z)]}
In words: ASYM is the set ofasymmetriaelations ovelr.

Many of the asymmetric relations in natural language are @émsitive. By definition of
asymmetry and transitivity, these relations are also @cy®y contrast, due to itSUN~*
property, the acyclic relational meaning of the expresgjioe measless intransitivein the
following sense.

(40) INTR = {RC E?:Vz,y, 2¢E [(R(x,y) A R(y,2)) = -R(x,2)]}
In words: INTR is the set ofntransitiverelations overZ.

All asymmetric relational expressions that we are awarer@feither transitive or intran-
sitive. Before moving on to the big class of transitive asyetna relations in natural lan-
guage, which will be discussed in section 4.4, let us firssm®r some more intransitive

25As mentioned bykkMP (p.194), the predicat®llowin sentence (38) is quite hard to classify semantically
when appearing without modifier or a very specific contextecHjcally, it is often unclear if specific uses of
follow are transitive, or whether they meardirectly follow. And similarly for possible acyclic usages of
follow, as inthe boys are following each otheFor this reason we only concentrate in this paper on modified
occurrences of this verb, as in sentences (38) and (46) bé&hher relations expressions similar to the verb
follow in the relevant respect ate precede, be predecessor of, to succaedbe successor of

%6The children in (38) may have been following each other imspdor instance. This sort of “group parti-
tioning” involves collective individuals (e.g. pairs) dgetunits of predication, which is rather independent of
the problem of reciprocity.
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relations likegive measles ta@and their interactions with reciprocity. All intransigvasym-
metric relational expressions known to us satisfy both kiticand theFUN or FUN~! prop-
erties?’ In (41) below we summarize the three classes of asymmetrarisitive relational
expressions that we found. Note that by asymmetry, all treladons are irreflexive, hence
their domain® is characterized without our habit of ignoring identities.

(41) Intransitive asymmetric relational expressions:

a. © = ACYC N FUN"!:
give measles to, bury, be mother of, give birth to, procreate

b. © =ACYCNFUN:
get measles from, be buried by, be born to

C. © =ACYCNFUNNFUN":;

be stacked atop, follow into the treehouse, inherit the dhmp, bequeath the
shop to

Let us now consider the behavior of these relational exfmessvith reciprocals. Beck
(2001) mentions the following reciprocal sentence, wita\tkerbbury.

(42) The settlers have buried each other on this hillsideénturies.

Like the predicateyive measlesthe verbbury is acyclic and has theun~! property, since

a person is only likely to be buried once. Indeed, similaoséntence (21), sentence (42)
can be interpreted as true when the relatvany describes a collection of directed trees on
the set of settlers, which is analyzed in (23) using the MIH axternal partitioning.

The relational expressiorget measles frofne given measles andbe buried byare
the inverse relations afive measles tandbury. Therefore they are acyclic and functional.
As a result, when they combine with a reciprocal expressioeMIH expects these rela-
tions to describe a directed graph with a unique ‘sistka node that has a unique directed
path from any other root. This requirement is symmetric ®réquirement of path from
the root that withFUN~! acyclic relations. Thus, MIH-based interpretations witlydic
functional relations are inverse relations of directe@dréarborescences, see footnote 12).
Such interpretations are consistent with the following nieg, which is the correlate of the
meaningro0T in (17).

(43) SINK(A,R)=1 <

IseAVreA [x#s—>ImIzg, ..., z2m €A [T=20 AS=2m A R(20,21) A . .AR(Zim-1,2m)]]

In words: R describes a graph oA with at least one sink — a node that has a
directed path from every other node.

Together with our assumptions on external partitioningct{ea 3.3), the MIH expects
acyclic functional relations to lead to reciprocal int&fations describing collections of
“arborescence inverses”. This expectation agrees withkgpentuitions on reciprocal sen-
tences with the relational expressiagest measles frofhe given measles andbe buried
by.

In the sentencthe bricks are laid on top of each othethe acyclic relatiorbe laid on top ofseems an
exception to this rule. This relational expression doesseeim to satisfy eithefUN or FUN™!, since a brick

may have more than one brick laid on top or below it. Howeves,dollective interpretation of the predicate
complicates the analysis in this case (cf. section 5.2).
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Other acyclic relational concepts that have kus~! property are the kinship relations
be mother agfgive birth toand procreate The kinship relationde given birth byor be
born tg, which are inverses dfive birth tq are therefore acyclic and functional. With most
kinship relations of this kind, reciprocals are unaccelgtads in the following sentences.

(44) #These women are each other’'s mother(s).
#These women are mothers of one another.
#These women gave birth to each other.
#These women were born to one another.

Both the SMH and the MIH incorrectly expect sentences as4) {@ be acceptable. We
have no general explanation to offer here for their unaed®iitl, but see section 4.4 for
some more remarks on this problem and attempts to solve fiirwgdurrent theories of
reciprocity.

Consider next the predicatetacked atomndfollow into the treehouseas they appear
in examples (45) and (46) lyKKMP.

(45) He and scores of other inmates slept on foot-wide woptherks stacked atop each
other (=(22)).

(46) The children followed each other into the treehouse.

Like give measles tdhese two relational expressions are clearly acy€lithese relations
are also likely to be interpreted as having Hia~! property: itis hard to directly stack more
than one wooden-plank atop another one or to have two or neagl@ directly following
another person into a treehouse (entrances of treehousemm@nally too small for that).
In addition, these relations are often interpreted as fanat: it is hard to directly stack a
wooden plank atop more than one other wooden plank, or tatdireollow two or more
people into a treehouse (cf. footnote 26). Because of tlogiliaity, FUN and FUN~! prop-
erties, the MIH expects the graphs in sentences (45) andi¢ddgscribe simple directed
paths. This interpretation is in agreement with speakeiitiohs, and consistent with the
IAR meaning of weak connectivity. In addition, speakers cao @terpret the sentence as
supported by a collection of such path graphs, which is etesi with our assumptions in
section 3.3 on the partitioning mechanism with plurals. €ider for instance the following
partitioned analysis of sentence (45).

(47) VA ePART(S) [RECIPY" (A, R)], where:

S = the set of planks itE/

PART(S) = asetofsubsets d, s.t. UPART(S) =S
S} = Ostacked atop= FUN NACYC N FUN

R = thestacked atopelation in©®

By its definition, the relatiorRECIPY" (A, R) requiresR to describe a directed path on
each setd in the partition of the sef. This interpretation of the sentence is consistent with
DKKMP’s IA0 meaning, similarly to our analysis (23) of sentence (21vabo

The following reciprocal sentence, with the asymmetricovi@herit from, is another
example from Beck (2001).

ZNote that acyclicity is a property of the complex relatioaapressiorfollow into NP. As we saw in section
4.2, in other cases with the veftllow, acyclicity is not guaranteed.
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(48) The members of this family have inherited the shop fracheother for generations.

The relationinherit the shop fronis acyclic. In addition it is likely to be interpreted as both
FUN andFUN~!, since a shop can only be inherited from one person, or ongpgrbpeople,
and the inherited shop can only go to one person or one groppapfle. Indeed, sentence
(48), similarly to sentences (45) and (46), is interpretett@e when the inheritance relation
forms a directed path on the family members or groups thefBuf is a relatively simple
way in which reciprocals can apply with potentially coligetpredicates likenherit from
For more complex cases of collectivity and reciprocity, seetion 5.2°

4.4 Asymmetry (2) — transitive relational expressions

As we mentioned above, many of the asymmetric relations farablanguage are also
transitive. Thus, such predicates derstéct partial orderings(SPOs)° Due to their tran-
sitivity, such asymmetric orders are acyclic. Some of th® &ational concepts are clearly
not total®! For instance, consider the asymmetric transitive relati®mncestor gfwhich
obviously does not hold of many pairs of non-identical ésgit Similarly, the prepositions

in andinsideand the verlkrontain (in its spatial sense) denote SPOs that are not total on
their domains. Another important subclass of SPO relatavrgomparative expressions
most notably comparative adjectival constructions sudbeatsller thanand verbs of com-
parison likeoutrate or exceed These SPO relations are not total as WwelFor instance,
there may be many pairs of distinct entitiesindy of the same height, so that neitheis
taller than ynory is taller than xhold. However, such comparative relational concepts are
“almost total”, because they do not distinguish entitiest they render incomparable. For
instance, if John is not taller than Mary and Mary is not tallen John, there can be no
entity that is taller than John but not taller than Mary, aiewersa (van Rooij 2010). The
domain of “almost total” relations is defined below.

(49) ATOT = {Rc E*:
anyEE [(_'R(xay) A _‘R(y’x)) -
VzeE ((R(x,2) < R(y,2)) A (R(z,7) < R(2,9)))] }

2%Beck (2001) also considers the unacceptability of the falig sentences.
(i) #These three settlers have buried each other on thigdell
(ii) #These three members of the family have inherited ttepdghom each other.
We do not have an account of the contrasts (42)-(i) and @#8xtd we refer the reader to Beck (2001) and
Mari (2006) for relevant discussion.

%A relation R is antisymmetridff R(x,y) and R(y,z) entailz = y. An antisymmetric, transitive and
reflexive relation is a (non-strichO. If R is a (non-strict) PO the® - I is an SPO. Conversely, R is an SPO
andl’ c I is a (non-empty) set of identity pairs, théhu I’ is a (non-strict) PO. As mentioned below, some of
the SPO (hence asymmetric) relational expressions havstnich(hence non-asymmetric) correlates.

31A (non-strict) PO istotal if for all  andy: R(x,y) or R(y,z) (or both) hold. An SPQR is total if for
all z andy: R(x,y), R(y,z) orz = y. Thus, similarly to footnote 30, we can move back and forttwieen
a total SPO and a total (non-strict) PO by subtracting/un@the identity pairs. The notion abtal relation
should not be confused with the notion of “total functionkat we have used above to distinguish standard
(1,2) quantifiers from our use of “partial” quantifiers.

*In certain usages of comparatives they may not even seenmasyyi, as inJohn outrates Mary (in swim-
ming) and Mary outrates John (in runningy John is quicker than Mary (in swimming) and Mary is quicker
than John (in running) For the sake of our discussion here, we ignore such qualified of comparatives, and
tentatively assume their asymmetry. For more relevant plesrsee appendix A.
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In words: ATOT is the set of relations ovel that do not distinguish between ele-
ments that they leave incomparable.

The ATOT property follows from the natural assumption that dimenaicadjectives like
tall and their comparative forms are associated with a totallier@d set oflegreesin
this case height degrees. We refer to SPOs that havaTe property asstrict weak
orderings (SW0s)3® In addition to comparative expressions, some spatial ampdeal
prepositions likebe abovebelow beforeandafteralso behave in many contexts as “almost
total”, similarly to comparatived*

The two order-based classes of relational expressionsiarmarized below.

(50) Strict partial-order (SPO) relational expressiord =ASYMn TR:

a. Kinship relationsbe ancestddescendant oflescend from
b. Some spatial relationge ininside to contain to be contained in

(51) Strict weak-order (SWO) relational expressiorns = ASYM N TR N ATOT:

a. Inequality comparative adjectivese talledsmarter thanbe less talless smart
than

b. Comparative verbsoutdo, outperform, outrank, outrate, outreach, outnumber
outrun, excel, exceed, surpass

c. Comparative nounde seniofjunior of
d. “Pointal” usages of some spatial and temporal tetmesabovéoelowbefordafter,
antecedebe antecedent of

Some of these relational expressions give rise to odd seggewhen appearing with
reciprocals, like the following examples from Mari (2006k¢€ also Beck & von Stechow
2007).

(52) #The two trees are taller than each other.
(53) #The two sets outnumber each other.

These examples involve SWO relations and are clearly upsaigle. However, it would
be too hasty to conclude that all SPO and SWO predicated sggigarance in reciprocal

*For an SPQR, a requirement equivalent to thE0T property is the requirement th&tbealmost connected
Va,y[R(z,y) - Yz(R(z, z) v R(z,y))]. Still equivalently, an SP@ is an SWO if the relatiomR(z,y) A
-R(y,x) is transitive. These equivalent definitions all boil downassuming an order-preserving mapping
from the set of entities to a totally ordered set. Thus, for mon-empty sef’ and functionf : E — D, we
assumer <g y iff f(z) <p f(y). If <p is atotal SPO o, then<g is an SWO onE. Conversely, ik is an
SWO onE, then there is a sdb (of cardinality| D| < |E|) and a functionf : E — D, s.t. D is totally ordered
by <p. Thus, by using a totally ordered set of degrees, we can difindomain of comparative relations over
entities without appealing to theroT property or to SWOs. See Kennedy (1999) and referencesithfere
degree-based works on the semantics of adjectives andctivaparative forms. Degrees are only implicitly
assumed ivagueness-basepproaches to comparatives such as Klein (1980). Here waimemautral between
these theoretical assumptions on adjectives, as the ¢bazation of comparatives as SWOs is sufficient for
our purposes.

%In some contexts totality is relaxed with these four prefpmss. For instance, a bird that is flying
alongside a plan® may fail to be eitheaboveor below P, but it may be questioned whether the altitude&of
andP are indistinguishable: some other bid may fly above or belows, but, just like B, fail to be in either
theaboveor belowrelation toP. Still, in many contexts these prepositions treat the apatitemporal location
of objects apoints(Zwarts & Winter 2000), in which case they behave like corafiges.
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sentences. Quote (54) from a book by Charles Darwin usesipraeal with the SPO
relation descend fronto describe an evolutional hypothesis. The text in (55) uless
behaviors of stock exchanges using a reciprocal sentertbetvéd SWO verloutperform

or perhaps the compourmlitperform as expecte@hich in the given context is reasonably
an SPO.

(54) The simplest answer seemed to be that the inhabitartteecfeveral islandhad
descended from each othemdergoing modification in the course of their descent.
Charles DarwinThe Variation of Animals and Plants Under Domesticatigal. 1. Kessinger Pub-
lishing, 2009, page 10

(55) To counter this theory, Greenblatt divided the stockense (in his study) into
deciles. He found that the decilesitperformed each othezxactly as expected.
In other words, the 4th ranked decile outperformed the Stked decile, the 5th
ranked decile outperformed the 6th ranked decile etc.
http://seeki ngal pha. comlarticl e/ 167120-the-littl e- book- t hat - beat s- t he- narket - chapters-1-7

(retrieved January 2011)

Appendix A shows more data retrieved from the internet coring SPO and SWO predi-
cates that appear in reciprocal sentences.

The variation in acceptability between cases like (52)-é581 cases like (54)-(55) does
not exhaust the interpretational effects in reciprocatessres containing asymmetric predi-
cates. In many cases, reciprocals sanction a non-asynarimgg&ipretation of the predicate,
overriding its usual asymmetric meaning. Consider foransé the following example.

(56) As usual our politicians hawautperformed each othavith facts and figures about
what a marvellous country we live in (or lack thereof) and hbey are going to
make Sri Lanka even better place to live in.

http://peranbara. org/ f eat ured/ 2010/ 05/
putting- entrepreneurship- at-the-heart- of - econom c-revival -in-the-north- east - and- beyond

(retrieved January 2011)

In sentence (56), unlike sentence (55), the wartperformis interpreted as non-asymmetric,
and the reciprocal is interpreted as consistent with streagprocity, entailing thaevery
politician outperforms every other politician

Let us summarize the three effects that we have seen wheamraeals appear with
asymmetric predicates:

A. The sentence is interpreted usigigyand the predicate retains its asymmetry, which
leads to semantic/pragmatic infelicity: (44), (52), (58ptnote 29.

B. The sentence receives an interpretation weakergRaconsistent with the asymme-
try of the predicate: (21), (48), (42), (45), (46), (54), X55

C. The sentence is interpreted usBrRybut the predicate’s interpretation is weaker than
its standard asymmetric meaning: (56).

These effects illustrate three different strategies taatjiage uses to handle the conflict
between strong reciprocity and asymmetric relational @sgions: leaving the conflict un-
resolved (A), or weakening the interpretation of one of tRpressions (B,C). Both the
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Figure 4: containment in transitively closed directed path and tree

SMH and the MIH are specifically designed to account for sgatB, in whichSR is re-
placed by a weaker reciprocal interpretation. Cases ofsohred interpretational conflicts
(A) or where the predicate “ironically” changes its normadaning (C) are not treated here,
and require further study. We refer the reader to Beck (2(®dg¢k & von Stechow (2007),
Mari (2006), DotlaCil & Nilsen (2008) for works that atteto account for this variation.

When SPO relational expressions are standardly interpreith reciprocals, some dif-
ferences appear between the expectations of the SMH andItie@dnsider for instance
the following example with the SPO vedontain

(57) The four circles contain each other.

Sentence (57), when acceptable, most readily describe®ar Icontainment situation as
in Figure 4a, similarly to the situation described in exaan(@5), with the SWO verbut-
perform3® Because of the transitivity of theontainrelation, the graph described by the
containment Figure 4a isteansitive closure of a pathas described in Figure 4b. By con-
trast, a situation as in Figure 4c, where ttumtainrelation does not describe such a graph
(cf. Figure 4d), is hardly acceptable for sentence (57).

This difference between the acceptability of sentence ifbFigures 4a and 4c is not
accounted for by the SMH. TH&R meaning (weak connectivity) is the strongest reciprocal
meaning inDKKMP’s proposal that is consistent with SPO relations ldamtain and this
meaning leads to a true interpretation of (57) in both Figutea and 4c. By contrast, the
MIH expects a difference between these two situations fatesee (57). This is because the
graph in Figure 4b is a maximal situation for an SPO relatidrengas the graph in Figure
4d is not. As a result, the MIH rules out the situation in Fegdc for sentence (57), but
accepts the situation in Figure 4a. A reciprocal meaningistent with this interpretation
of sentence (57) is the following meaning, which we gaR, for transitive path reciprocity

(58) Transitive Path Reciprocity
TPR(A,R) =1 <
there is an indexingz1,...,x,} of As.t.Vi,j e [1.n] [i <j - R(z;,x;)]

In words: the graph thak describes o contains a transitive closure of a directed
path passing through all of its nodes.

The fact that we have observed above is formally summarigddlilaws.

*For some reciprocal examples from the internet with the eeriiain see appendix A.
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Fact 4. Let SPO = ASYM n TR be the set of strict partial orders ovet. The MIH-based
reciprocal functionRECIP; is consistent with th&PR meaning overr.

Among the five classes of asymmetric relations that we hawmsidered in (41), (50)
and (51), only SPO relations likeontain show a distinction between the interpretations
expected by the SMH and the MIH. For acyclic relations witle of the propertiesun~!
or FUN, like the relationggive measles tand get measles froprboth the SMH and MIH
expect adirected treeinterpretation, consistent withbAR. For acyclic relations with both
propertiesFUN~' andFuN, like the relationbe stacked atapboth the SMH and MIH expect
adirected pathinterpretation, which for those predicates is consisteittt BAR. For SWO
relations likeoutperform both the SMH and the MIH expect an interpretation that diessr
atransitive closure of a directed path, which for such SW&dljgates is consistent with both
IAR andTPR. See Table 1 for a summary of these facts.

Concluding remarks on asymmetry Asymmetric relational expressions introduce a re-
markable challenge for theories of reciprocity. On the canedh as we have seen, asymmet-
ric relational concepts may be compatible with reciprosgressions and lead to reciprocal
interpretations weaker thar. This fact is expected by both the SMH analysis and the MIH
analysis, which only differ in their treatment of SPO asynmineelations. However, with
many of the asymmetric relational concepts, reciprocasuaacceptable, which is unex-
pected by either the SMH or the MIH. Below we summarize somtheffactors that we
believe affect this unacceptability.

1. Temporal/modal effectsSome examples, like (91) and (92) in Appendix A, require
asymmetry in each given point in time, or in each given situmatbut also strong
reciprocity when considering the whole temporal/modaltexinas a whole. This in-
teresting complex combination of strong reciprocity wigmiporality/modality and
asymmetry has been extensively addressed by Alda Mari (R0 and further un-
published work). However, at present we are not sure thatesieictions on such
effects are fully specified. See some remarks in appendix A.5

2. Pragmatic weakeningThis is the possibility illustrated in (56), of “ironicgll ex-
tending the domain of typically asymmetric relational ogpis to also include non-
asymmetric relations. The pragmatic principles undegdysnch atypical interpreta-
tions are currently ill-understood.

3. The SP@EWO distinction In some cases, such as (55) above, an SPO relatign (
performed as expectgdeems more acceptable with reciprocals than a corresmpndi
SWO (outperformefl One possible reason for this alternation may be that the co
bination of an SWO relation with a reciprocal should resaticording to both the
SMH and the MIH, in a statement that is “almost tautologic&br instance, accord-
ing to the SMH and the MIH, a sentence liMary and John outperform each other
can only be true if Mary’s and John’s performances are notjafikexcellence. The
simplicity of this claim may be a pragmatic reason for blogkits complex seman-
tic derivation and preferring a$R reading of the reciprocal with a weakening of the
semantic restrictions on the predicate.
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Given these complexities, we believe that the behavioryhasetric relational expressions
with reciprocal requires more in-depth research, with ngeeeral formal hypotheses on
the factors that affect their interpretation.

4.5 A note on total preorders

Many SWO comparative expressions have natural reflexivecghaot asymmetric) corre-
lates. For instance, thequativecomparative expressidme at most as tall adenotes the
complement of the SWO comparatibe taller than whereas the equativee at least as
tall as denotes the complement of the SWO compardbiedess tall than These equative
expressions (Rett 2011) denote reflexive transitive matiorpreorders Furthermore they
denotetotal preorders for instance, for every two entities, y that have any height; is at
least as tall ag or y is at least as tall as (or both). In this paper we do not further discuss
total preorder expressions because as far as we know, tgvitor with reciprocals is as
recalcitrant as that of their correlate comparative forfs: instance, we agree with Lan-
gendoen (1978) andkkmMP about the oddity of examples likbey are at least as heavy
as one anotherAs with other comparatives, accounting for this unacdafita is an open
challenge for theories of reciprocals.

4.6 Maximal patient/agent cardinality

In section 4.2 we have seen a couple of relational concepkstiaé FUN andFUN~! proper-

ties. These properties require that the maximal numbertadia per agentFON) or agents
per patient EUN"!) be one. These requirements are generalized in the folipvéfational

domains, which we calnaximal patient cardinalitf{MPC) and maximal agent cardinality
(MAC).

(59) MPC, = {Rc E?:VxeE [|{yeE: R(z,y)}| <n]}

In words: MPC,, is the set of relations oveF that map each agent to at most
patients.

(60) MAC, = {Rc E?:VyeFE [[{xeE : R(x,y)}| <n]}

In words: MAC,, is the set of relations ovelf that map each patient to at most
agents.

For the set of relationsUN andFUN~! we have:FUN = MPC; andFUN~! = MAC; .
Symmetrigredicates that have one of the properties,, or MAC,,, also have the other
property (with the same). In section 3.3 we considered the behavior of the symmetic
andFUN~! predicatebe married toin reciprocal sentences. Whenever the denotation of a
noun phras&Pincludes more than two entities, the MIH expects recipreeatences of the
form NP are married to each othdp be interpreted using graphs that are not connected.
When adding the connectivity requirememti) to the MIH, this explains the unaccept-
ability of such sentences in cases that do not allow extgrawditioning (cf. section 3.3). A
similar predicate is the relational expressiook into the eyes olLike the relationstare at
this relation is functional, and like the relatibe married tgit is symmetric. Consequently,
the expectations of the MIH is that the reciprocal sentemgtsthe predicatdook into the
eyesbehave similarly to sentences with the predidagdanarried The expectation is borne
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out, as observed by comparing the following sentences teesees (19a), (24) and (25)
respectively.

(61) In this picture, Mary and John, and Sue and Bill, are ilogknto each other’s
eyes.

(62) #In this picture, Mary, Sue and Bill are looking into baxther’s eyes.
(63) #In this picture, Mary, Sue, Bill and John are lookingpieach other’s eyes.

Sentence (61) is acceptable, but relies on an partition eofthbject denotations into two
couples. This is much harder in (63). In sentence (62), éuntlore, no external partitioning
can make the sentence true. These facts are expected by lthardlour connectivity and
partitioning principles of section 3.3.

A slightly more interesting class of symmetric predicatesralational expressions like
sit alongsideor hold/'shake hands witlBecause people have two sides and two hands, these
symmetric expressions also have M€, andMAC, properties. Consider now the following
reciprocal sentences.

(64) The five pitchers are sitting alongside each other.(8}}.
(65) The five pitchers are holding hands with each other.

Sentence (64), likekkMp’s example (8), is true when the pitchers are sitting in ale€jrc
or when they are sitting in a line. Similarly, sentence (6&) be true when the pitchers’
hands close a circle, but also when they only form a limekmpP’s SMH allows both pos-
sibilities, since tha&R meaning, which requires strong connectivity, is the stestgeading
in DKKMP’s proposal that is consistent with tls&M andMPC, (or MAC,) properties of the
predicates. This meaning allows both linear and circularfigarations. By contrast, the
MIH only expects circular configurations to support senésrike (64) and (65), consistent
with the following reciprocal meaning.

(66) CIRC(A,R)=1 <
there is an indexingz1, ..., z,} of A s.t. R(x1,xz2)A. . .AR(Zp-1,2n)AR(xp, 1)

In words: the graph thaR describes om contains a circle passing through all of
its nodes.

This incorrect behavior of the MIH appears because the leir@onfiguration, but not the
linear configuration, is maximal relative &M andMPC, (or MAC5). Thus, in this case the
SMH describes the facts better than the MfH.

Another class of relational expressions that put cardinaéistrictions on patients or
agents are asymmetric predicates lileeup or handcuff A person tying up another person
is normally not being tied up himself at the same time, nortahe tying up another person
simultaneously. Thus, each entity may be assumed to geatécin the relation only once,
as either agent or patient. Formally, this is the followieguirement on a relatioR.

*This problem for the MIH is currently studied experimentathy checking subjects’ judgements on re-
ciprocal sentences with various predicates in circularlarghr configurations (E. Poortman, master thesis in
prep., Utrecht University). In this work it is hypothesiziiéit background knowledge about a geometrical con-
figuration may prime a proper subset of the reciprocal imeggtions that the MIH considers. For instance, as
DKKMP (p.195) point out, the distances allowed between the logatin the following example may depend
on contextual knowledge about the geometrical path than8pmector might have formed in his search.

(i) The inspector found peach fruit flies at four differentddions within a mile of each other.
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(67) VazeE [[{yeE: R(z,y)}+KyeE: R(y,x)} <1]

This requirement, similarly to the predicatiee married toor look into the eyesdoes not
allow reciprocal sentences with more than two agents toteegreted without partitioning.
This is expected by both the SMH and the MIH. What is not exgeb¢by both principles)
is the unacceptability of sentences likinef two policemen are handcuffing each otfadr
footnote 29).

4.7 Summary

Table 1 summarizes the main classes of relational expresgiat we have characterized,
with the expectations of the MIH regarding their (connetiaterpretations. For each rela-
tional expression, the domain of interpretation is spettifig the +’ signs, marking sets of
binary relations. The actual domain of the relational egpi@n, ignoring identities, is the
intersection of these sets. For instance, the dor@afor the relational expressiciollow
around the Maypolécf. section 4.2) satisfie® |= (FUNn FUN"1) .

Domain of interpretation

Relational expression 1
SYM ASYM TR INTR ACYC FUN FUN™ other

MIH-C Graph

know, like, see eB|- - - - - - = - | SR complete
similar to, cousin of B+ - - - - - = - | SR complete
equal to, as tall as, siblingof (35) |+ - + - - - - - | SR complete
stare at - - - - - + - — | OwrnIAR? con.+out.e®
follow around Maypole - - - - - + + - | IR/CIRC  circular

sit alongside, hold hands of + - - - - - - 4% cCIrc® circular
give measles to 4la) - ® - ® + - + — | IAR/ROOT dir.tree

get measles from 4b)y- ® - ® + + - — | IAR/SINK dir.tree
stacked atop, follow into house(41lc) - ® - ® + + + - | IAR dir.path
descend from, contain G- + + - @ - - - |TPR® tr.clos.path
taller than, outrank G| - + + - @ - - +7|1AR/TPR tr.clos.path
be married to, look into eyes of + - - - - + @ - |1Ar® pairs

Legend MIH-C meaning consistent with connected MIH-based intetgtion; partitions external-only
€] property is entailed by other properties
1 the specification of the domain ignores identities (sed@estd.1, 4.7)
the SMH incorrectly expects tH® meaning in this case (see section 4.2)
a weakly connected graph where each node has an outgoindsegigsection 4.2)
these symmetric relations furthermore havempe, (MAC.) properties
incorrectly, unlike the SMH, the MIH only expects circulatérpretations (see section 4.6)
the SMH incorrectly expects tH#R meaning in this case (see section 4.4)
these strict partial orders are “almost total” (cf. (49))dare thus striclveakorderings
(external) partitioning is required for coherence with mtran two entities

2
*3
*4
*5
*6
*7
*8

Table 1: Reciprocal meanings and relational domains
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5 Further problems of reciprocity

In this section we briefly discuss further challenges to temty of reciprocity, especially
in connection to its behavior as analyzed by the SMH and thd.Ml

5.1 Kerem et al. — the Maximal Typicality Hypothesis
One challenge for both the SMH and the MIH comes from examjieghe following.
(68) Mary, Sue and Jane are pinching each other (=(6)).

Sentence (68) can be interpreted as true if each girl is dnlghphg one other girl (Figure
5b). However, it is also physically possible for each of timeé girls to be pinching each of
the other two (Figure 5a).

Figure 5: instances of the relational concept finch(drawings by R. Noy Shapira)

Because of this physical possibility, both the SMH and thélldkpect strong reciprocity in
sentence (68) and similar ones involving verbs of physioatact liketickle, push, touch,
paint etc. As sentence (68) illustrates, these expectationsleaglyc not borne out. To
solve this problem for the SMH and MIH, Kerem et al. (2009)pgwee that interpretation
domains of relational expressions should be replacagigality functiongsee e.g. Smith
1988, Smith et al. 1988, Kamp & Partee 1995): functions frdnaty relations to real
numbers in[0,1). This captures the intuition that certain binary relatjoesgy. ones in
which people pinch two other people simultaneously, areuled out from the relational
concept’s domai®, but have low typicality relative to other relations@n When a relation
R is outside the domaif® of a relational expression, we assume tR& typicality is zero.

Using typicality functions, Kerem et al. generalize the Mhio the following principle,

which they call theMlaximal Typicality Hypothesi@MTH).

Definition 6. Lettp : p(E?) - [0,1) be a typicality function for the binary relations over
E. TheMTH-BASED reciprocal functionrReciP™ is defined for all setsl ¢ £ and relations
Rc E?s.t.tp(Rl4) >0 by:

RECIF)"(A,R) =1 iff forall R'c E?l 4 RIAC R Atp(Rla)<tp(R) = Rla=R'.

In words: a relatiom? ¢ E? of non-negative typicalityp(R) (i.e. R is in the domain for the
relational concept described by) satisfies MTH-based reciprocity over a set F with
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respect to the typicality functiotp, if R |4 has maximal typicality among the supersets of
R4 contained inE?| 4 (= A%)).

For example, in sentence (68) let us assume that the binatireRr, = {(a, b), (b, ¢}, (c,a)}
attains maximal typicality for the relational expressipinch over the set{a,b,c}. For-
mally:

(69) For allR' c Ezi{a,b,c}: Roc R A tppinch(RO)Stppinch(R’) = Ry=R.

Assumption (69) is plausible, because a non-identity airanly be added t&, by requir-
ing one of the elements ifu, b, ¢} to stand in the pinching relation to both other elements.
Given this assumption, the MTH correctly describes théntaftsentence (68) in Figure 5b.
Also (68)’s truth in Figure 5a is explained by the MTH. Althlglua complete graph is not
of globally maximal typicality, the MTH, in conformity witthe R-monotonicity of recip-
rocals (cf. definition 2), only requires local “upward momioé” maximality of a relatiorR:
maximal typicality with respect to all other relations tleahtain R in the relevant domain.
This is trivially the case in such a complete graph as in Kidaa, since there is no way to
add a non-identity pair to it.

Kerem et al. experimentally study typicality effects ofat@nal concepts, as well as
their correlations with reciprocal interpretation, shogvinitial support for the MTH.

5.2 Reciprocals with quantificational noun phrases and codictive predicates

So far we have only considered reciprocal sentences withlsipiural noun phrases like
the girls or Mary, Sue and JaneOne of the complicating factors in treating reciprocals is
their appearance with quantificational noun phrases. @engor instance the following
examples bypkKKMP.

(70) At most five people hit each other.

(71) Many people at the party yesterday are married to edwdr.ot

(72) Exactly thirty people know each other.

(73) Exactly thirty people are waltzing with each other.

(74) Few (members) have spoken to each other.

(75) No one even chats to each other.
In order to be able to consider the interpretation of suchesees using the SMH, Dal-
rymple et al. propose an operator that combines reciproqaessions with quantificational
expressionsbDKkMP call this operatoBounded compositio(BC). The BC operator takes
four arguments — a determiner, a reciprocal meaning, a @ue-pelation and a two-place

relation — and derives a truth-value. For instance, usieg®@ operator, sentence (70) is
analyzed as follows.

(76) BC(at-most_5, A,RECIP" R)

In this analysis, the denotati@i_most.5 of the determineat most fiven (70) is the stan-
dard relation between subsetsfsatisfying for allB,C c E: |[BNnC|<5. ThesetAc F
and the binary relatio® ¢ E? are the denotations of the nopeopleand verbhit in (70),
respectively. The reciprocal meanirgciP" is selected by the SMH. We will not repeat
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here the definition of the BC operator, which is rather inedlyvor study its interaction with
the SMH, which is also quite complex. A detailed empiricaleation ofbKKMP’s claims
and various alternative proposals in this area (Ben-Avi &iafi 2003, Szymanik 2010)
goes beyond the scope of this paper.

Two general remarks are in place, however. First, the questi quantificational NPs
and reciprocity is inseparable from the more general quesif collective quantification
(Scha 1981, van der Does 1992, 1993, van den Berg 1996, WifAiGda). Consider the
following examples:

(77) At most five people gathered.
(78) Many people at the party yesterday are friends.
(79) Exactly thirty people surrounded the castle.

It is reasonable (and common) to treat verb phrasesdéthered, are friendsnd sur-
rounded the castlén (77)-(79) similarly to reciprocal verb phrases (ehg. each othe),
as denoting collections of sets. Peters & Westerstahl§2p®70) use this analysis, and
replaceDKKMP’s BC operator by a similar operator, call&D, which can interpret sen-
tences like (77)-(79) similarly tokkmp’s treatment of (70)-(75). A simpler alternative to
Peters and Westerstahl's CQ operator is Scha’s (1981}raieoperator, defined below (cf.
van der Does 1993, Ben-Avi & Winter 2003).

(80) LetD c p(F)? be a binary relation between subsetgbfTheneutral lifting of D
is the functionN (D) : (p(F) xp(p(E))) -2, which describes a relation between
subsets of and sets of subsets &f. This function is defined s.t. for all setsc £
andB c p(E):

N(D)(A)(B) =1 < (A,u(Bnp(A)))eD.

In words: N (D) holds of a setd of entities and a sdf of sets of entities, iD holds of A
and of the union of the sets ithat are subsets of.

For instance, sentence (77) is interpreted as follows:
N(at-most_5)(P)(G) =1 < |[Pnu(Gnp(P))| <5 < |u(Gnp(P))|<5.

In words: the collection of all sets of people who gatheredomsiposed of not more than
five entities.

This strategy of dealing quantification with collective gigates leads to intuitive results
in cases like sentence (77). For the sentestcmost five people hit each othér(70)),
we assume that the denotation of the verb phtiseach otheris RECIPY = {A ¢ E :
RECIP(A, H) = 1}, whereRecIPis a reciprocal function andl ¢ E? is a binary relation
over entities. Using a similar analysis to the analysis ofesgce (77) above, we obtain the
following analysis of sentence (70).

N(at_most_5)(P)(RECIP?) =1 < |Pnu(RECIP? np(P))|<5
< |u(RECIP ngp(P))| <5.

In words: the collection of all sets of people who hit eacheotis composed of not more
than five entities.

As said above, for our purposes here we ignore the procesgeshie SMH or the MIH)
that determine the reciprocal interpretatiracip in quantificational reciprocal sentences
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like (70)-(75). However, it is important to note that theseai clear connection between
this problem and the problem of reciprocity with collectivansitive predicates, also with
non-quantificational subjects. Consider for instance dtlewing examples.

(81) The three forks are propped against each otbem1P)

(82) The gravitation fields of the Earth, the Sun and the Moamcel each other out.
(DKKMP)

(83) Mary, John, Sue and Bill played doubles tennis agaimsh ether.
(84) John, Bill, Tom, Jane and Mary had relations with eatieo{=(11)).
(85) These four people fought each other.

(86) The bricks are laid on top of each other.

(87) Mutual assistance on hard rocks takes all manner ofdpriwo, or even three,
peopleclimbing on one another’s shouldersr using an ice axe propped up by
others for a foothold.
http://en.w ki pedi a. or g/ wi ki / Mount ai neeri ng
(retrieved April 2011)

In all those cases, the reciprocal expression combinesaniihary relation that should be
analyzed as holding between collections, rather than siraptities (cf. Sternefeld 1997).
For instance, in (81), each of the forks is propped agaimsbther two as a whole pair, not
simply against each of the other forks.

A definition of the meaning of reciprocals as a function thatlees to such collective
relations, can be based on an extension of the treatmentotifjoational NPs as in (70)-
(75) and (77)-(79). To see that, let us revise some notafiar.a set of entitiesA ¢ F,

a collection of sets of entitieB c p(E), and a binary relation over such collectioRsc
©(E)?, we denote:

Bla = Bngp(A4) — Brestricted toAd

Rla = Rnp(A)? — R restricted to4

*B = uB={reF:3AcB[zeA]} — union of the sets i

+*R = {(z,y)eE?:3(A,B)eR[ze AryeB]} — *“union”for binary relations

Note that restricting collective one-place predicat8J and two-place predicate®R(4)

is perfectly consistent with theonservativityof distributive quantification (Winter 20@).
Using this notation, the neutrality operatgiin (80) can be rewritten as follows:
N(D)(A)(B)=1 < (A,*(B|a)) e D.

And along similar lines, wheRECIPis a reciprocal interpretation defined for relations over
entities, we defin@eciP" as the corresponding reciprocal interpretation for retetiover
sets of entities:

RECIPV(A,R) =1 < RECIP(A, *(R|4)) = 1.

For instance, in sentence (81) assume that the forks arettbéentitiest’ ¢ F and that the
relational expressiopropped againstlenotes a binary relatioR ¢ o (FE)? between sets of
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entities. SupposingECIP = SR, we get the following analysis of sentence (81):
SRV(F,P) =1 < SR(F,*(P|r)) =1 <
Ve,ye F[x+y— 3(A,B) e Pz e Arye B]].

In words: every two different forks i’ belong to two sets of forks that are propped against
each other. This is an intuitively correct analysis of seoge(81).

There is obviously much further study that is needed on tteractions of reciprocity
(and the SMH or MIH) with collectivity (81)-(87) and quantéition (70)-(75). At the same
time, as the analysis sketched above implies, we believdtieawo kinds of interactions
involve one and the same problem: the interaction of digtitb quantifiers — NP quantifiers
and reciprocals alike — with collective predicates.

6 Conclusions

We started out this paper by reviewing Dalrymple et al's aot@f reciprocals using the
Strongest Meaning Hypothesis, which was proposed as aaeheory of reciprocal mean-
ings and their selection by contextual factors. Despitattractiveness of Dalrymple et al’s
approach, we have given reasons to doubt its generalitgt, ke doubt that a theory that
relies on total(1,2) quantifiers might be able to enumerate in a principled maatiex
priori possible meanings of reciprocals. As we saw, in many casksatit reciprocal
meanings lead to the same sentential interpretation. Hgis fogether with the hetero-
geneous effects on the interpretation of reciprocal ses®nmake it hard to use purely
logical considerations for proposing an “optimal” set opbthesized reciprocal meanings
regulated by general formal pragmatic principles. Secamdhave shown that an informal
notion of “context”, as used by the Strongest Meaning Hypsith does not only reduce the
clarity of the theory, it also leads to some unintuitive cdiogiions. Instead of these two
ingredients of Dalrymple’s et al's analysis, we proposeeéw principle, the Maximal Inter-
pretation Hypothesis, which generates an interpretati@reciprocal expression based on
meaning postulates about the interpretation domain ofioela expressions. In this way,
in our proposal the general notion of reciprooaaningloses its theoretical centrality, and
a more sentence-specific notion of reciprocaérpretationtakes its place. Our study of
contextual effects on reciprocal interpretation focusedhmse effects that come from the
relational concept. We believe that this theoretical cleaoigfocus has more to offer than
some improvements in empirical coverage or formal rigore Tterplay that it attempts
to capture between logical operations, conceptual knayeeuhd the contextual factors on
both of them, is central to semantic theory. We believe tlyatolsusing on the first two
elements, the Maximal Interpretation Hypothesis may imeraur understanding of the re-
lations between logic and concepts in natural language rs&aaand help in developing a
more adequate understanding of contextual effects ondbiiterpretation.
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Appendix

A Internet examples with asymmetric predicates (retrievedlanuary-

April 2011)
A.1 The verbs ‘outperform’, ‘outdo’, ‘outrank’ and ‘outhnum ber’
Google hits
outperformed each other 55,000
outdid each other 74,400
outnumber each other 25,000
outrank each other 20,000

Examples- reasonably not asymmetric:

(88)

(89)

Between Raja and Toshi, there have been days whemthpgrformed each other
http://starvoi ceof i ndi ashow. conf t oshi - si ngs- dar d- e- di sco

Clients and volunteers were split into two teams whaakdid and outperformed
each othewith their acting skills at skits, cracked their heads logkfor clues at
the treasure hunt, and were extremely good at charades.

http://ww. spd. org. sg/ vol unt eer s/ vol unt eeri sni vi vi an. ht m

Examples- asymmetric:

(90)

(91)

(92)

(93)

Even during the last decade, when U.S. and developeijfomarkets tended to
move in the same direction, th@utperformed each othdry at least ten percent
in six of those ten years. For example, while the Wilshire®8avhich represents
most of the publicly traded stocks in America — returned 2&get in 2003, the
Dow Jones World Stock Index — which excludes the United Statese 38.6 per-
cent. For the same year, Morgan Stanley Capital Internatimported emerging
markets returning 42 percent.

htt p: // wwmv. r ockwoodfi nanci al . com cgi - bi n/ cgi news. pl ?record=11

Figure 6.1 demonstrates how US and international nsokperformed each other
during certain time period¥.

The Investing Revolutionaries: How the World's Greatesestors Take on Wall Street and Win in
Any Market by James N. Whiddon and Nikki Knotts, McGraw-Hill Professl, 2009, p.149.

Kaer had a census from Sep 20th, and Frostwolf was 47é&hed and 53% horde.
So it is the most balanced of all molten’s realms. Howevetaed before, factions
do outnumber each otham certain times. Right around 11:00AM-2:00PM though
the balance is virtually perfect.

http://forum nolten- wow. coni show hr ead. php?t =36642

Whether or not two competing clientsitrank each otheis determined more by
the search engine algorithms, age of the client’s siteugaqy of product turnover,
popularity of the site based on naturally occurring extelinks, etc. Once we put

¥"Figure 6.1 in Whiddon and Knotts’ book illustrates 17 consiee years in which U.S. markets outper-
formed foreign markets or vice versa.
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(94)

(95)

(96)

(97)

our plan in place for each client, we often see them flip-flogdietween first and
second position for the same exact keywords.

http://ww.flytebl og. com flyte/ 2010/ 03/ can- you- wor k- wi t h- cl i ent s- who- conpet e- wi t h- each- ot her. ht m

If all qualities are equally valued (beta=gamma, foy delta) then market share
can easily be divided between any two brand clusters winigtually outrank each
otherin one quality dimension each (i.e. trade-off collectiyely

http:// marketing- bul | etin. massey. ac. nz/ V16/ MB_V16_A2_Schl ey. pdf

Search engines use algorithms to determine how welmiteank each otheand
climb to the top of the (much coveted) search query resuts li

http://ww. articl esbase. con|ink-popularity-articles/increasing-website-traffic-part-one-82569. htm

Personnel of equivalent-level rantstrank each otheby department on the chart
below from left-to-right. That is, Naval ranks outrank Iifigeence ranks, Intelli-
gence ranks outrank Marine ranks, and so on. Personnel ofaégnt rank and
department outrank one another by seniority.
http://aurigae.gblix.conlindex. htm

They are the best in what they offer...dont judge a scii@or nt interested in the
courses they offer...I think this cluster thing is good sinccant really distinguish
between a no.8 nd no.9 in one or the parametersdhéwank each other..

http://wwmv. pagal guy. coni f oruni cat - and- r el at ed- di scussi on/
50452- pagal guy- 2010- r anki ngs- nati onal - regi onal - 17. ht m

A.2 The verb ‘contain’

Google hits

contain each other 875,000
contained within one another 13,200,000

(98)

(99)

(100)

(101)

(102)

Circles may touch, overlap opntain each other
http://acmtju. edu. cn/ acm showp2385. ht m

Intersection of infinite sets thabntain each otherlf each A4, is a set containing
infinite elements, and; containsA, containsAs contains ... on and on, then is the
intersection of all these sets infinite?

htt p: // ww. mat hhel pf orum conm mat h- hel p/ f 37/ i ntersection-infinite-sets-contain-each- ot her-85541. htmi

The simplest of all methods for detecting intersetibetween objects is a simple
bounding sphere test. Essentially, this represents abjethe world as circles or
spheres, and test whether thteych, intersect or completely contadach other.
http://devmag. org. za/ 2009/ 04/ 13/ basi c- col | i si on- detecti on-in-2d-part-1

Does anyone know (giving a URL is obviously o0.k.) whhthe C++ classes
contain each othé& (For examplegfstream» contains<iostrean» [l think]).
http://ww. vel oci tyrevi ews. cont f oruns/ t 456346- cont ai nnent - of - st andar d- c- cl asses. htnl

Two XML instances thatontain each othet®

Mario A. Nascimento (ed.Rroceedings of the Thirtieth International Conference enjALarge Data
Bases, Toronto, Canaddlorgan Kaufmann 2004, page 136.

A figure shows a structure and a substructure of it.
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(103)

(104)

(105)

(106)

(207)

As mentioned in the document, “Setting your Watch Epttle same as your Music
Management folder will create duplicates in your Librafftiat should be the rea-
son that management folder and watch folder ceoritain each other
http://getsatisfaction.confsongbird/topics/how to_set_up_fil e_managenent

It is possible, in some profile types, for terms tocbatained within one another
and be nested, which is suited to the expression of hieakcthbcabularies.
http://en.w ki pedi a. org/ wi ki /1 M5_VDEX

Block if statements can be nested that@tained within one another
http://ol.cadfam |y.conl CATI Al Engl i sh/ onl i ne/ kwxug_C2/ kwxugat 0018. ht m

The given circles must not be tangent to each otherlapming, orcontained within
one another

htt p: // mat hf orum or g/ nat hi mages/ i ndex. php/ Probl em_of _Apol | oni us

Yin and yang not only oppose but alsantain each other
http://susansayl er. wor dpress. com 2011/ 03/ 19/ t he- sci ence- of - yi n- and- yang

A.3 The nouns ‘ancestor (of)’ and ‘descendant (of)’ and the erbs ‘descend

(from)’ and ‘ascend (from)’

Google hits

descendants of each other 98,500
ancestors of each other 56,000
descentedfrom each other 34,000
ascendem edfrom each other 3

(108)

(109)

(110)

(111)

(112)

In Hesiod'’s version the members of the chain of diviriers are father, son, grand-
son, ie,descendants of each othevhile in the Hurro-Hittite myth...

Geoffrey W. Bromiley,The international standard Bible encyclopedi&m. B. Eerdmans Publishing
1995, page 81.

By definition, items in an itemset cannotdrecestors or descendants of each other
Xue Li, Osmar Zaiane, Zhanhuai LAdvanced data mining and applicatigrSpringer, 2006, page
66.

If there is a conflict between “include” and “exclud@iks pointing to features on
different levels of the feature tree (i.e. if the featureinfed to aredescendants
and ancestors of each othethe link pointing to the lower level feature has priority
with respect to this feature and all it descendants.

Henk Obbink and Klaus Pohl Birkhauser (edSgftware product lines: 9th international conference,
SPLC 2005, Rennes, France, September 26005, page 27.

It is understood today that species which are predexstancestors of one another
are actually different races that lived at the same period.
http://wwmv. evi dencesof creation. conftel |l ne25. ht m

Scientists who support evolution give examples withifamily that appear to be
ancestors of each other

https://caf ew tteveen. wordpress. conltag/the-grand- experinent-chapter- 8-the-fossil-record-record-of-fish
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(113)

(114)

(115)

(116)

Maybe its like saying: Folk of Hador, Northmen, EthpRahirrim: they were not
the same, buhncestors of each other
http://ww. terrai nguild.conmthel astalliance/view opic.php?f=17& =2486

those hominids are not contemporary, and thus we taatesithem according to
the oldness, but that doesn’t mean that the science cowe finey areancestors of
each othersince they didn'’t find enough fossils.

http://dodona. proboards. coni i ndex. cgi ?boar d=geneti cs&acti on=pri nt & hr ead=6749

The haplogroupdescend from each othelt's a genetic family tree of the human
race.
http://answers. yahoo. com questi on/i ndex?qi d=20110116162017AAlat 9U

The line of succession can be straight or direct, stingi of people whascend

or descend from each othégrandparents, parents, children, grandchildren), or col
lateral, consisting of people who come from one common ti{lon&thers, uncles,
cousins) .

http://pfasoci ados. es/ en/inheritance

A.4 Comparatives and the prepositions ‘above’ and ‘below’

Google hits

than each other 17,200,000
above each other 21,800,000
below each other 16,800,000

(117)

(118)

(119)

(120)

(121)

To see if two numeric values ageeater than each otheme use the comparison
operator>. To see if two string values amgreater than each othemwe use the
comparison operatagt (Greater Than).

http://perl.about.com od/perltutorials/alperlconparison_2.htm

We’'re only checking to see if the two variables areegittess Than<) each other

or Greater Than ) each other We need to check if they are the same (as they now
are).

http:// ww. honeandl ear n. co. uk/ php/ php3p8. ht m

Makin’ kidsolder than each otherOkay I'm just wondering, when you're in the
"Create a family’ mode and your creating family relationshis there any way to
have two or more teens, for example, in the family but haventhedifferent stages
of life? Coz otherwise its like they're twins or triplets ohatever. Anyone know
how to do this without actually playing through the game aadg children...?

http://ww. neoseeker. cont f oruns/ 5606/ t 441708- maki n- ki ds- ol der - t han- each- ot her/ #9
Do different liquids evaporatstower than each oth@r
http://w ki.answers. conmi Q What _| i qui ds_ot her _t han_wat er _evapor at e

I think it does not look nice when two figures on one pagepasitionecabove each
other.
http://ww. | at ex- conmuni ty. org/ forum vi ewt opi c. php?f =45&t =7598
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(122) Basically | would like to have two charts below eacheotlike you can see it on
any stock chart including an indicator on various websites.
http://ww. excel bant er. conl show hr ead. php?t =37015

A.5 Remark on stage-level comparatives

Alda Mari (Mari 2006 and further unpublished work) has suggd that many asymmetric
relational require strong reciprocity when all times ouattons are taken into account, but
tolerate times or situations without strong reciprocityhisTclaim seems to be supported
by some of the examples above. For instance, in sentencalf@tg, US markets outper-
form international markets in some time periods, and irsttomal markets outperform US
markets in other time periods. This is described by the wrtiting the sentencdS and
international markets outperformed each other during aertime periods By contrast,
also on the internet it is hard to find cases where a speal@srief one situation where one
entity outperforms another as a “reciprocal situation”isThind of observations may help
to explain why individual-levéP SPO/SWO relations likenother of each otheare ruled
out with reciprocals — it is probably hard to think of changesr times or worlds with such
predicates. However, also with classic stage-level coatpas likefuller/emptierfsicker
than and others, reciprocity does not seem to be licensed, utiiikeelationsoutnumber,
outperform, outranletc. which were shown above in stage-level usages. Thigrfagtin-
dicate that in addition to the factors considered by Maeréhmight be additional factors
that block comparative forms of adjectives from appeariiittp veciprocals.

Acknowledgements to follow.
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