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Abstract. We introduce partial Esakia morphisms, well partial Esakia morphisms, and
strong partial Esakia morphisms between Esakia spaces and show that they provide the dual
description of (∧,→)-homomorphisms, (∧,→, 0)-homomorphisms, and (∧,→,∨)-homomor-
phisms between Heyting algebras, thus establishing a generalization of Esakia duality. This
yields an algebraic characterization of Zakharyaschev’s subreductions, cofinal subreductions,
dense subreductions, and the Closed Domain Condition. As a consequence, we obtain a
new simplified proof (which is algebraic in nature) of Zakharyaschev’s theorem that each
intermediate logic can be axiomatized by canonical formulas.

1. Introduction

The study of intermediate logics (i.e. logics in between the intuitionistic propositional cal-
culus IPC and the classical propositional calculus CPC) was initiated by Umezawa [32].
The structure of intermediate logics is rather complicated. It was shown by Jankov [19] that
there are continuum many intermediate logics and that there are intermediate logics with-
out the finite model property (fmp). By modifying Fine’s construction [16] of an incomplete
modal logic over S4, Shehtman [30] showed that there exists an incomplete intermediate
logic. Later it was shown by Litak [22] that there are continuum many incomplete interme-
diate logics. These negative results motivated a search of the right tools for the study of
intermediate logics.

Several such tools have been developed over the years. One is algebraic in nature and uses
the splitting technique, which is a consequence of the powerful machinery of ultaproducts
in congruence-distributive varieties developed by Jónsson [20]. The splitting technique was
used successfully by Blok [6, 7, 8] for better understanding of the complicated structure of
modal and intermediate logics. Another useful tool of algebraic nature is Diego’s theorem
[11] that the variety of implicative meet semilattices is locally finite. This result allowed
McKay [23] to show that all intermediate logics axiomatizable by disjunction-free formulas
have the fmp. As was shown by Zakharyaschev [40, Thm. 5.7], the class of intermediate
logics axiomatizable by disjunction-free formulas coincides with the class of cofinal subframe
intermediate logics.

Another useful tool is model-theoretic in nature and provides frame-based formulas intro-
duced by Jankov [18], de Jongh [10], Fine [15, 17], and Zakharyaschev [40] for axiomatization
purposes. The Jankov-de Jongh formulas provide an axiomatization of splitting logics and
their joins, subframe formulas of Fine and Zakharyaschev provide an axiomatization of sub-
frame logics, while cofinal subframe formulas of Zakharyaschev provide an axiomatization
of cofinal subframe logics. For an algebraic approach to subframe and cofinal subframe
intermediate logics see [2] and for a general approach to the frame-based formulas see [5].
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Although many intermediate logics can be axiomatized by frame-based formulas, not ev-
ery intermediate logic affords such an axiomatization. To handle all intermediate logics, Za-
kharyaschev [36, 38] introduced canonical formulas and showed that each intermediate logic
can be axiomatized by canonical formulas. This powerful result was later generalized by Za-
kharyaschev [39] to cover all extensions of the modal logic K4. Zakharyaschev’s theorem has
many useful consequences. To name a few, it provides a solution of the Dummett-Lemmon
conjecture that the least modal companion of each complete intermediate logic is complete
[38], a proof that the disjunction-free fragment of an intermediate logic with the disjunction
property coincides with the disjunction-free fragment of IPC [37] (a result proved indepen-
dently and by a different technique by Minari [25]), and an axiomatization of all subframe
and cofinal subframe intermediate logics [40].

Zakharyaschev’s proof is rather complicated and relies heavily on the concepts of subre-
duction and cofinal subreduction. It is the main goal of the present paper to give a simplified
proof (which is algebraic in nature) of Zakharyaschev’s theorem, and also to provide a purely
algebraic explanation of Zakharyaschev’s need in subreductions and cofinal subreductions.
Our primary tool will be duality theory, which links the algebraic and model-theoretic tech-
niques mentioned above with each other.

Duality theory for Heyting algebras was developed by Esakia [12] using a hybrid of topol-
ogy and order. The resulting structures, called Esakia spaces, are ordered topological spaces
satisfying certain conditions. Esakia showed that the category of Heyting algebras and Heyt-
ing algebra homomorphisms is dually equivalent to the category of Esakia spaces and Esakia
morphisms. Since Heyting algebras provide an adequate semantics for intermediate logics,
it follows that Esakia spaces also provide an adequate semantics for intermediate logics (but
we have to restrict valuations of formulas into Esakia spaces to special upsets, which are
topologically both open and closed). This useful link allows to transfer algebraic results to
the realm of Esakia spaces and vice versa. For example, homomorphic images of Heyting al-
gebras become closed upsets while subalgebras become special quotients of the corresponding
Esakia spaces.

Esakia duality, however, is not sufficient to understand fully the algebraic export of Za-
kharyaschev’s theorem. A generalization of Esakia duality (as well as Priestley duality) was
recently developed in [3]. Using the results of [3], we develop a generalization of Esakia dual-
ity and obtain dual descriptions of (∧,→)-homomorphisms, (∧,→, 0)-homomorphisms, and
(∧,→,∨)-homomorphisms between Heyting algebras. As we will see, they are characterized
by means of special partial maps between Esakia spaces we call partial Esakia morphisms,
well partial Esakia morphisms, and strong partial Esakia morphisms, respectively. These
concepts provide sharpening of Zakharyaschev’s subreductions, cofinal subreductions, and
dense subreductions. Moreover, a natural generalization of strong Esakia morphisms results
in the Closed Domain Condition, which sharpens Zakharyaschev’s Closed Domain Condition.
On the one hand, this allows us to place Zakharyaschev’s results as part of a generalized
Esakia duality theory; on the other hand, it opens the door for a purely algebraic proof of
Zakharyaschev’s theorem that each intermediate logic can be axiomatized by canonical for-
mulas. In our opinion the proof that we offer here is simpler than Zakharyaschev’s original
proof.

As was pointed out by Zakharyaschev in the introduction to [41], the shape of canonical
formulas does not really matter. What matters is that they provide an effective refutation
tool. And indeed the shape of canonical formulas we will construct is rather different from
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that of Zakharyaschev’s canonical formulas. Our means are algebraic, while Zakharyaschev’s
were model-theoretic. Nevertheless, as we will see, they do the same job in providing an
axiomatization of each intermediate logic. The canonical formulas we develop in this paper
generalize Jankov formulas and our proofs are close in spirit (and in fact generalize) Wronski’s
approach [35] to Jankov formulas. A similar approach was undertaken by Tomaszewski [31].
However, in [31] there was no attempt made to connect the algebraic approach with the
model-theoretic approach of Zakharyaschev.

The paper is organized as follows. In Section 2 we recall Esakia duality for Heyting
algebras. In Section 3 we introduce partial Esakia morphisms, well partial Esakia mor-
phisms, and strong partial Esakia morphisms between Esakia spaces, and show that they give
the dual description of (∧,→)-homomorphisms, (∧,→, 0)-homomorphisms, and (∧,→,∨)-
homomorphisms between Esakia spaces. This yields a generalized Esakia duality. We also
introduce the Closed Domain Condition and for a partial Esakia morphism f between Esakia
spaces X and Y , show how announcing some anti-chains of Y as closed domains results in the
corresponding (∧,→)-homomorphism to preserve the joins of designated pairs of elements
of the Heyting algebra dual to Y . In Section 4 we show that partial Esakia morphisms,
well partial Esakia morphisms, and strong partial Esakia morphisms provide sharpening of
Zakharyaschev’s subreductions, cofinal subreductions, and dense subreductions, respectively.
We also show that our Closed Domain Condition sharpens Zakharyaschev’s Closed Domain
Condition. Finally, in Section 5 we give an algebraic account of canonical formulas and give a
simplified proof of Zakharyaschev’s theorem that each intermediate logic can be axiomatized
by canonical formulas. We conclude the paper by showing how to obtain Jankov formulas,
subframe formulas, and cofinal subframe formulas as particular cases of canonical formulas.

2. Esakia duality

We recall that a Heyting algebra is a bounded (distributive) lattice (A,∧,∨, 0, 1) with an
additional binary operation →: A2 → A such that for all a, b, c ∈ A we have:

a ∧ c ≤ b iff c ≤ a → b.

It is well known (see, e.g., [28, Chapter IX] and [9, Chapter 7]) that Heyting algebras provide
an adequate algebraic semantics for intermediate logics. In fact, there is a dual isomorphism
between the (complete) lattice of intermediate logics and the (complete) lattice of non-trivial
varieties of Heyting algebras.

Implicative meet-semilattices (also known as Brouwerian semilattices) are obtained by
dropping ∨ from the signature of Heyting algebras. That is, an implicative meet-semilattice
is a bounded meet-semilattice (A,∧, 0, 1) with an additional binary operation →: A2 → A
such that for all a, b, c ∈ A we have a ∧ c ≤ b iff c ≤ a → b. Clearly an implicative meet-
semilattice (A,∧,→, 0, 1) is a Heyting algebra iff there is a binary operation ∨ : A2 → A
such that (A,∧,∨) is a (distributive) lattice.

There are many similarities between implicative meet-semilattices and Heyting algebras.
For example, in both cases homomorphisms are determined by filters. This result is well
known for Heyting algebras (see, e.g., [28, Sec. I.13]); for implicative meet-semilattices it
was first established by Nemitz [26] (see also Köhler [21]). As an immediate consequence,
we obtain that both varieties have the congruence extension property. For the variety of
implicative meet-semilattices this implies that given implicative meet-semilattices A, B, C,
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a 1-1 meet-semilattice homomorphism f : A  B, and an onto meet-semilattice homomor-
phism g : A ։ C, there exists an implicative meet-semilattice D, a 1-1 meet-semilattice
homomorphism h : C  D, and an onto meet-semilattice homomorphism k : B ։ D such
that k ◦ f = h ◦ g. The same is also true for the variety of Heyting algebras.

But in some respects implicative meet-semilattices behave better than Heyting algebras.
For instance, it is well known that the variety of Heyting algebras is not locally finite. In
fact, as was shown by Rieger [29] and Nishimura [27], already the one-generated free Heyting
algebra is infinite. On the other hand, as follows from Diego [11], the variety of implicative
meet-semilattices is locally finite.

Since we will use the facts mentioned above frequently, we gather them together in the
following lemma.

Lemma 2.1.

(1) Each finitely generated implicative meet-semilattice is finite.
(2) There is a 1-1 correspondence between homomorphic images and filters of an implica-

tive meet-semilattice. Consequently, there is a 1-1 correspondence between homomor-
phic images and filters of a Heyting algebra.

(3) The variety of bounded implicative meet-semilattices has the congruence extension
property. Consequently, the variety of Heyting algebras has the congruence extension
property.

For a partially ordered set (X,≤) and Y ⊆ X, we recall that the downset of Y is the set

↓Y = {x ∈ X : ∃y ∈ Y with x ≤ y}.

The upset of Y is defined dually and is denoted by ↑Y . If Y is a singleton set {y}, then
we use ↓y and ↑y instead of ↓{y} and ↑{y}, respectively. We call U ⊆ X an upset of X
if x ∈ U and x ≤ y imply y ∈ U . A downset of X is defined dually. Let Up(X) and
Do(X) denote the sets of all upsets and downsets of X, respectively. It is well known that
(Up(X),∩,∪,→, ∅, X) is a Heyting algebra, where for each U, V ∈ Up(X), we have:

U → V = {x ∈ X : ↑x ∩ U ⊆ V } = X − ↓(U − V ).

Similarly, (Do(X),∩,∪,→, ∅, X) is a Heyting algebra, but we will mainly work with the
Heyting algebra of upsets of X.

Given a topological space X, we call a subset U of X clopen if it is both closed and open.
Let Cp(X) denote the set of clopen subsets of X. We recall that X is zero-dimensional if
Cp(X) forms a basis for the topology on X, and that X is a Stone space if X is compact,
Hausdorff, and zero-dimensional.

Definition 2.2. [12] We call a pair (X,≤) an Esakia space if:

(1) X is a Stone space.
(2) ≤ is a partial order on X.
(3) ↑x is closed for each x ∈ X.
(4) U ∈ Cp(X) implies ↓U ∈ Cp(X).

By Esakia duality, each Heyting algebra A gives rise to the Esakia space A∗ = (X,≤),
where X is the set of prime filters of X, ≤ is set-theoretic inclusion, and the topology on X
is given by the following basis {ϕ(a) − ϕ(b) : a, b ∈ A}, where

ϕ(a) = {x ∈ X : a ∈ x}
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is the Stone map. Conversely, each Esakia space (X,≤) gives rise to the Heyting algebra
X∗ = (CpUp(X),∩,∪,→, ∅, X), where CpUp(X) is the set of clopen upsets of X, and
the Heyting algebra operations on CpUp(X) are the restrictions of the Heyting algebra
operations on Up(X); that is, X∗ is a Heyting subalgebra of (Up(X),∩,∪,→, ∅, X).

Let (X,≤) and (Y,≤) be partially ordered sets and f : X → Y a map. We recall that f
is order-preserving if x ≤ z implies f(x) ≤ f(z) for each x, z ∈ X, and that f is a bounded
morphism (or a p-morphism) if in addition for each x ∈ X and y ∈ Y , from f(x) ≤ y it
follows that there exists z ∈ X such that x ≤ z and f(z) = y. If (X,≤) and (Y,≤) are
Esakia spaces, then we call a map f : X → Y an Esakia morphism if it is a continuous
bounded morphism.

Given Heyting algebras A and B and a Heyting algebra homomorphism f : A → B, we
define f∗ : B∗ → A∗ by f∗(y) = f−1(y) for each prime filter y of B. Then f∗ is an Esakia
morphism. Moreover, if f : A → B and g : B → C are Heyting algebra homomorphisms,
then f∗ ◦ g∗ = (g ◦ f)∗. Conversely, if (X,≤) and (Y,≤) are Esakia spaces and f : X → Y
is an Esakia morphism, then f ∗ : Y ∗ → X∗ is a Heyting algebra homomorphism, where
f ∗(U) = f−1(U) for each clopen upset U of Y . Moreover, if f : X → Y and g : Y → Z are
Esakia morphisms, then f ∗ ◦ g∗ = (g ◦ f)∗. Put together, these observations provide Esakia
duality between the category Heyt of Heyting algebras and Heyting algebra homomorphisms
and the category Esa of Esakia spaces and Esakia morphisms:

Theorem 2.3. [12] The categories Heyt and Esa are dually equivalent.

In fact, given a Heyting algebra A, the Stone map ϕ : A → A∗

∗ establishes the desired
isomorphism of Heyting algebras, and given an Esakia space X, the map ε : X → X∗

∗, given
by

ε(x) = {U ∈ CpUp(X) : x ∈ U},

establishes the desired order-homeomorphism of Esakia spaces.
Esakia duality is an extremely useful tool in giving dual descriptions of algebraic concepts

important for the study of Heyting algebras. For instance, it is well known (see, e.g., [12, 13])
that filters of a Heyting algebra A dually correspond to closed upsets of A∗, while ideals of A
dually correspond to open upsets of A∗; also, subdirectly irreducible Heyting algebras dually
correspond to those rooted Esakia spaces in which the root is an isolated point. Here we
recall that a Heyting algebra A is subdirectly irreducible if A−{1} has the largest element s,
called the second largest element of A; and that an Esakia space X is rooted if there exists
x ∈ X, called the root of X, such that X = ↑x.

There are several other well-known results about Esakia duality that we will use frequently.
They can be found, e.g., in [12, 13, 14]. We gather them together in the following lemma.

Lemma 2.4. Let X be an Esakia space.

(1) If F is a closed subset of X, then ↑F and ↓F are closed subsets of X.
(2) If F and G are closed subsets of X such that ↑F ∩↓G = ∅, then there exists a clopen

upset U of X such that F ⊆ U and G ⊆ X − U .
(3) If F is a closed upset of X, then F is an Esakia space in the induced topology and

order.
(4) Let F be a closed subset of X and let max(F ) and min(F ) denote the sets of maximal

and minimal points of F , respectively. Then for each x ∈ F there exist y ∈ max(F )
and z ∈ min(F ) such that z ≤ x ≤ y.
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With regard to Lemma 2.4(3), it is worth pointing out that not every closed subset F of
an Esakia space X is an Esakia space in the induced topology and order. For an example
see [2, Remark 3]. Obviously such an F can not be an upset of X.

3. Generalized Esakia duality

Let A and B be Heyting algebras and h : A → B a map. Even if h is not a Heyting
algebra homomorphism, it may still preserve some of Heyting algebra operations.

Definition 3.1. Let A and B be Heyting algebras and h : A → B a map.

(1) We call h a (∧,→)-homomorphism if h(a ∧ b) = h(a) ∧ h(b) and h(a → b) = h(a) →
h(b) for each a, b ∈ A.

(2) We call h a (∧,→, 0)-homomorphism if h is a (∧,→)-homomorphism and h(0) = 0.
(3) We call h a (∧,→,∨)-homomorphism if h is a (∧,→)-homomorphism and h(a∨ b) =

h(a) ∨ h(b) for each a, b ∈ A.

Since in a Heyting algebra we always have a → a = 1, for each (∧,→)-homomorphism
h : A → B we clearly have h(1) = 1. On the other hand, there exist (∧,→)-homomorphisms
which are neither (∧,→, 0)-homomorphisms nor (∧,→,∨)-homomorphisms. Moreover, there
exist (∧,→, 0)-homomorphisms which are not (∧,→,∨)-homomorphisms and vice versa. As
an immediate consequence of Lemma 2.1(2), we obtain the following lemma, which will be
used subsequently.

Lemma 3.2. Let A and B be Heyting algebras and h : A → B an onto (∧,→)-homomor-
phism. Then h(0) = 0 and h(a ∨ b) = h(a) ∨ h(b) for each a, b ∈ A. Consequently, h is an
onto Heyting algebra homomorphism.

The main goal of this section is to generalize Esakia duality and provide the dual descrip-
tions of (∧,→)-homomorphisms, (∧,→, 0)-homomorphisms, and (∧,→,∨)-homomorphisms.
There are several different (but equivalent) ways to do so. As was shown in [3], where Esakia
duality was generalized to implicative semilattices (and Priestley duality was generalized to
distributive semilattices), this can be done either by means of special binary relations or by
means of special partial maps between Esakia spaces. We choose to work with partial maps
since it is closer in spirit to Zakharyaschev’s approach.

3.1. Partial Esakia morphisms.

Definition 3.3. Let (X,≤) and (Y,≤) be Esakia spaces and f : X → Y a partial map. We
denote by dom(f) the domain of f . We call f a partial Esakia morphism if the following
conditions are satisfied:

(1) If x, z ∈ dom(f) and x ≤ z, then f(x) ≤ f(z).
(2) If x ∈ dom(f), y ∈ Y , and f(x) ≤ y, then there exists z ∈ dom(f) such that x ≤ z

and f(z) = y.
(3) For x ∈ X, we have x ∈ dom(f) iff there exists y ∈ Y such that f [↑x] = ↑y.
(4) f [↑x] is closed for each x ∈ X.
(5) If U ∈ CpUp(Y ), then X − ↓f−1(Y − U) ∈ CpUp(X).

Remark 3.4. Let x ∈ X. As follows from condition (3) of Definition 3.3, if there exists
y ∈ Y such that f [↑x] = ↑y, then x ∈ dom(f). In fact, we have f(x) = y. To see this, as
y ∈ f [↑x], there exists z ∈ dom(f) such that x ≤ z and f(z) = y. This, by condition (1)
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of Definition 3.3, implies that f(x) ≤ y. On the other hand, from x ∈ ↑x it follows that
f(x) ∈ f [↑x] = ↑y. Therefore, y ≤ f(x), and so f(x) = y. Consequently, if x ∈ dom(f),
then f [↑x] = ↑f(x). We will use these facts frequently.

Lemma 3.5. Let X and Y be Esakia spaces and f : X → Y a partial map. Then for each
x ∈ X and U ⊆ Y we have x ∈ X − ↓f−1(Y − U) iff f [↑x] ⊆ U .

Proof. We have:

x ∈ X − ↓f−1(Y − U) iff x /∈ ↓f−1(Y − U)
iff ↑x ∩ f−1(Y − U) = ∅
iff f [↑x] ∩ (Y − U) = ∅
iff f [↑x] ⊆ U .

�

We show that if f : X → Y is a partial Esakia morphism, then dom(f) is a closed subset
of X. This involves the concept of a net. In order to keep the paper self-contained, we recall
the necessary definitions and facts. For more background on nets we refer to Willard [34,
Sec. 11].

We recall that a poset (I,≤) is directed if for each α, β ∈ I there exists σ ∈ I such that
α, β ≤ σ. Given two directed posets (I,≤) and (J,≤), a map f : I → J is cofinal if for each
λ ∈ J , there exists σ ∈ I such that λ ≤ f(σ).

Let X be a topological space. A net is a map from a directed poset into the space X. We
will denote nets by N = {xσ : σ ∈ I}, where I is the directed poset corresponding to the
net N and xσ is the point assigned to σ ∈ I. A net M = {yλ : λ ∈ J} is a subnet of a net
N = {xσ : σ ∈ I} if there is an order-preserving cofinal map f : J → I such that yλ = xf(λ)

for all λ ∈ J .
Let N = {xσ : σ ∈ I} be a net and A ⊆ X. Then N is in A if xσ ∈ A for all σ ∈ I;

N is eventually in A if there exists σ0 ∈ I such that xσ ∈ A for all σ ≥ σ0; and N is
cofinally in A if for each σ ∈ I there exists λ ≥ σ such that xλ ∈ A. A set of the form
{xσ ∈ N : σ ≥ σ0 ∈ I} is called a tail of N . We say that N converges to x ∈ X, or x is a
limit point of N , if N is eventually in U for each open neighborhood U of x. A point x ∈ X
is a cluster point of N if N is cofinally in U for each open neighborhood U of x.

Lemma 3.6. [34, Sec. 11] Let X be a topological space, x ∈ X, and A ⊆ X.

(1) x ∈ A iff there exists a net N in A converging to x.
(2) A net N converges to x iff every subnet of N converges to x.
(3) x is a cluster point of a net N iff there is a subnet of N converging to x.
(4) The set of all cluster points of a net is closed.
(5) If X is compact, then each net has a cluster point.

Lemma 3.7. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
Then dom(f) is a closed subset of X.

Proof. Let x ∈ dom(f). We show that x ∈ dom(f). For this, by condition (3) of Definition

3.3, it is sufficient to show that f [↑x] has a least element. Since x ∈ dom(f), by Lemma
3.6(1), there exists a net N in dom(f) converging to x. As N is a net in X, then K =
{f(xσ) : xσ ∈ N} is a net in Y . Let C be the set of cluster points of K. By conditions
(4) and (5) of Lemma 3.6, C is a nonempty closed set. We show that C ∩ f [↑x] 6= ∅.
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Suppose that C ∩ f [↑x] = ∅. By condition (2) of Definition 3.3, f [↑x] is an upset. Therefore,
↓C ∩ f [↑x] = ∅. Moreover, f [↑x] is closed by condition (4) of Definition 3.3 and ↓C is closed
by Lemma 2.4(1). Thus, by Lemma 2.4(2), there exists a clopen downset U of Y such that
↓C ⊆ U and U ∩ f [↑x] = ∅. Since C is the set of cluster points of K, K is cofinally in U .
Therefore, N is cofinally in ↓f−1(U). This implies that N has a subnet S which is contained
in ↓f−1(U). Since N converges to x and S is a subnet of N , by Lemma 3.6(2), S converges to
x. By condition (5) of Definition 3.3, ↓f−1(U) is a clopen subset of X. Thus, x ∈ ↓f−1(U),
and so there exists z ∈ f−1(U) such that x ≤ z. This means that z ∈ ↑x∩ f−1(U), implying
that f(z) ∈ f [↑x] ∩ U . The obtained contradiction proves that C ∩ f [↑x] 6= ∅.

Let y ∈ C ∩ f [↑x]. We show that y is the least element of f [↑x]. If not, then there exists
z ∈ f [↑x] such that y 6≤ z. By Lemma 2.4(2), there is a clopen downset V of Y such that
z ∈ V and y /∈ V . Because y is a cluster point of K, by Lemma 3.6(3), there is a subnet M
of K converging to y. Then there is a subnet S of N such that f(S) = M . By Lemma 3.6(2),
S converges to x. As M converges to y, no tail of M is contained in V . Therefore, no tail
of S is contained in f−1(V ). Since V is a downset of Y , we have that f−1(V ) is a downset
of dom(f). Thus, f−1(V ) = ↓f−1(V ) ∩ dom(f). Because S ⊆ dom(f), this implies that no
tail of S is contained in ↓f−1(V ). On the other hand, z ∈ f [↑x] implies x ∈ ↓f−1(V ), which
is a contradiction as S converges to x. Consequently, y is the least element of f [↑x], and so

x ∈ dom(f). As a result, we obtain that dom(f) = dom(f), which means that dom(f) is
closed. �

It follows that dom(f) is a Stone space in the subspace topology. We show that the
restriction of f to dom(f) is a continuous (total) function.

Lemma 3.8. Let X and Y be Esakia spaces, f : X → Y a partial Esakia morphism, and U
a clopen upset of Y . Then f−1(U) = dom(f) ∩ (X − ↓f−1(Y − U)).

Proof. We have x ∈ dom(f) ∩ (X − ↓f−1(Y − U)) iff x ∈ dom(f) and f [↑x] ⊆ U . Since
x ∈ dom(f), then f [↑x] = ↑f(x). Therefore, f [↑x] ⊆ U is equivalent to ↑f(x) ⊆ U , which
is equivalent to f(x) ∈ U , or x ∈ f−1(U). Thus, x ∈ dom(f) ∩ (X − ↓f−1(Y − U)) iff
x ∈ f−1(U), and so f−1(U) = dom(f) ∩ (X − ↓f−1(Y − U)). �

Lemma 3.9. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
Then the restriction of f to dom(f) is a continuous function.

Proof. Let U be a clopen subset of Y . Then U =
⋃n

i=1(Ui − Vi) for some Ui, Vi ∈ CpUp(Y ).
Therefore, f−1(U) =

⋃n

i=1(f
−1(Ui) − f−1(Vi)). By Lemma 3.8, f−1(Ui) = dom(f) ∩ (X −

↓f−1(Y − U)) and f−1(Vi) = dom(f) ∩ (X − ↓f−1(Y − Vi)). By condition (5) of Definition
3.3, X − ↓f−1(Y − Ui) and X − ↓f−1(Y − Vi) are clopen upsets of X. Therefore, dom(f) ∩
(X − ↓f−1(Y − Ui)) and dom(f) ∩ (X − ↓f−1(Y − Vi)) are clopen upsets of dom(f). Thus,
f−1(U) is a clopen subset of dom(f), and so the restriction of f to dom(f) is a continuous
function. �

Corollary 3.10. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
If A is a closed subset of X, then f(A) is a closed subset of Y .

Proof. Let A be a closed subset of X. Then A ∩ dom(f) is a closed subset of dom(f).
As the restriction of f to dom(f) is a continuous function between Stone spaces, f(A) =
f(A ∩ dom(f)) is a closed subset of Y . �
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3.2. Partial Esakia morphisms and (∧,→)-homomorphisms. For Heyting algebras A
and B and a (∧,→)-homomorphism h : A → B, we define h∗ : B∗ → A∗ as follows:

dom(h∗) = {x ∈ B∗ : h−1(x) ∈ A∗}

and for x ∈ dom(h∗) we set

h∗(x) = h−1(x).

Lemma 3.11. Let A and B be Heyting algebras, h : A → B a (∧,→)-homomorphism, F
a filter of B, and y a prime filter of A. If h−1(F ) ⊆ y, then there exists x ∈ dom(h∗) such
that F ⊆ x and h∗(x) = y.

Proof. Let F be a filter of B, y ∈ A∗, and h−1(F ) ⊆ y. Consider the filter G of B generated
by F ∪ h[y]. If G is not proper, then there exist a ∈ F and b ∈ y such that a ∧ h(b) = 0.
Therefore, a ≤ ¬h(b), and as a ∈ F , we have ¬h(b) ∈ F . Since h is a (∧,→)-homomorphism,
h(¬b) = h(b → 0) = h(b) → h(0) ≥ h(b) → 0 = ¬h(b). Thus, ¬h(b) ≤ h(¬b), so h(¬b) ∈ F ,
and so ¬b ∈ h−1(F ) ⊆ y. This implies that b,¬b ∈ y, so 0 ∈ y, which is a contradiction.
Consequently, G is a proper filter.

We show that h−1(G) = y. Clearly y ⊆ h−1(G) as h[y] ⊆ G. Conversely, if a ∈ h−1(G),
then h(a) ∈ G, and so there exist b ∈ F and c ∈ y such that b ∧ h(c) ≤ h(a). Therefore,
b ≤ h(c) → h(a) = h(c → a). This implies that h(c → a) ∈ F , and so c → a ∈ h−1(F ) ⊆ y.
Thus, c ∧ (c → a) ∈ y, and so a ∈ y, which implies that h−1(G) = y.

Let x be the maximal filter of B with the property that G ⊆ x and h−1(x) = y. It
exists by Zorn’s lemma. Moreover, F ⊆ x. We show that x ∈ B∗. Let a ∨ b ∈ x, M be
the filter generated by a and x, and N be the filter generated by b and x. If y is properly
contained in both h−1(M) and h−1(N), then there exist c ∈ h−1(M) and d ∈ h−1(N) such
that c, d /∈ y. Therefore, there exist e, k ∈ x such that a ∧ e ≤ h(c) and b ∧ k ≤ h(d). Thus,
(a ∧ e) ∨ (b ∧ k) = (a ∨ b) ∧ (a ∨ k) ∧ (e ∨ b) ∧ (e ∨ k) ≤ h(c) ∨ h(d) ≤ h(c ∨ d). Since
a ∨ b ∈ x, it follows that (a ∨ b) ∧ (a ∨ k) ∧ (e ∨ b) ∧ (e ∨ k) ∈ x, and so h(c ∨ d) ∈ x. This
implies that c ∨ d ∈ h−1(x) = y. As y ∈ A∗, we obtain that c ∈ y or d ∈ y, a contradiction.
Therefore, y = h−1(M) or y = h−1(N), so M = x or N = x, and so a ∈ x or b ∈ x. Thus,
x ∈ B∗. Consequently, x ∈ dom(h∗), and so we have found x ∈ dom(h∗) such that F ⊆ x
and h∗(x) = y. �

Lemma 3.12. Let A and B be Heyting algebras and h : A → B a (∧,→)-homomorphism.
For each x ∈ B∗ and y ∈ A∗, we have y ∈ h∗[↑x] iff h−1(x) ⊆ y. Consequently, if x ∈
dom(h∗), then h∗[↑x] = ↑h∗(x).

Proof. We have that y ∈ h∗[↑x] iff there exists z ∈ dom(h∗) such that x ⊆ z and h∗(z) = y.
Since h∗(z) = h−1(z), if the last condition holds, then clearly h−1(x) ⊆ y. Conversely,
suppose that h−1(x) ⊆ y. Then, by Lemma 3.11, there exists z ∈ dom(h∗) such that x ⊆ z
and h∗(z) = y. Consequently, y ∈ h∗[↑x] iff h−1(x) ⊆ y.

Now suppose that x ∈ dom(h∗). Then y ∈ h∗[↑x] iff h−1(x) ⊆ y iff h∗(x) ⊆ y iff y ∈ ↑h∗(x),
and so h∗[↑x] = ↑h∗(x). �

Lemma 3.13. Let A and B be Heyting algebras and h : A → B a (∧,→)-homomorphism.

(1) For each a ∈ A, we have x ∈ ϕ(h(a)) iff h∗[↑x] ⊆ ϕ(a).
(2) For each a ∈ A, we have ϕ(h(a)) = B∗ − ↓h−1

∗
(A∗ − ϕ(a)).

(3) For each x ∈ B∗ and y ∈ A∗, we have h∗[↑x] = ↑y iff h−1(x) = y.
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Proof. (1) First suppose x ∈ ϕ(h(a)) and show that h∗[↑x] ⊆ ϕ(a). Let y ∈ h∗[↑x]. Then
there exists z ∈ dom(h∗) such that x ⊆ z and h−1(z) = y. From x ∈ ϕ(h(a)) it follows that
h(a) ∈ x, and so a ∈ h−1(x). Since x ⊆ z, then h−1(x) ⊆ h−1(z) = y. Therefore, a ∈ y, and
so y ∈ ϕ(a). Thus, h∗[↑x] ⊆ ϕ(a). Conversely, if x /∈ ϕ(h(a)), then a /∈ h−1(x). Therefore,
there exists y ∈ A∗ such that h−1(x) ⊆ y and a /∈ y. By Lemma 3.11, h−1(x) ⊆ y implies
there exists z ∈ dom(h∗) such that x ⊆ z and h−1(z) = y. Thus, y ∈ h∗[↑x] and y /∈ ϕ(a),
implying that h∗[↑x] 6⊆ ϕ(a).

(2) is an immediate consequence of (1) as x ∈ B∗ − ↓h−1
∗

(A∗ − ϕ(a)) iff h∗[↑x] ⊆ ϕ(a).
(3) First suppose that h−1(x) = y. Then x ∈ dom(h∗). Therefore, by Lemma 3.12,

h∗[↑x] = ↑h∗(x) = ↑y. Now suppose that h∗[↑x] = ↑y. Then y ∈ h∗[↑x]. Thus, by
Lemma 3.12, h−1(x) ⊆ y. If y 6⊆ h−1(x), then there exists a ∈ A such that a ∈ y and
a /∈ h−1(x). Therefore, y ∈ ϕ(a) and x /∈ ϕ(h(a)). By (1), x /∈ ϕ(h(a)) implies h∗[↑x] 6⊆ ϕ(a).
But h∗[↑x] = ↑y. Thus, y /∈ ϕ(a), a contradiction. Consequently, y ⊆ h−1(x) and so
h−1(x) = y. �

Theorem 3.14. Let A and B be Heyting algebras. If h : A → B is a (∧,→)-homomorphism,
then h∗ : B∗ → A∗ is a partial Esakia morphism.

Proof. To see that h∗ is a partial Esakia morphism, we need to show that h∗ satisfies condi-
tions (1)–(5) of Definition 3.3. If x, z ∈ dom(h∗) and x ⊆ z, then clearly h∗(x) = h−1(x) ⊆
h−1(z) = h∗(z), and so condition (1) of Definition 3.3 is satisfied.

Let x ∈ dom(h∗), y ∈ A∗, and h∗(x) ⊆ y. Then h−1(x) ⊆ y. By Lemma 3.11, there exists
z ∈ dom(h∗) such that x ⊆ z and h∗(z) = y. Therefore, condition (2) of Definition 3.3 is
satisfied.

Let x ∈ dom(h∗). By Lemma 3.12, h∗[↑x] = ↑h∗(x), and so there exists y ∈ Y (y = h∗(x))
such that h∗[↑x] = ↑y. Conversely, suppose that there exists y ∈ Y such that h∗[↑x] = ↑y.
Then, by Lemma 3.13(3), h−1(x) = y. Therefore, x ∈ dom(h∗) and h∗(x) = y. Thus,
condition (3) of Definition 3.3 is satisfied.

Let y /∈ h∗[↑x]. By Lemma 3.12, h−1(x) 6⊆ y. Therefore, there exists a ∈ h−1(x) such that
a /∈ y. Thus, h(a) ∈ x and a /∈ y. This means that x ∈ ϕ(h(a)) and y /∈ ϕ(a). Therefore,
by Lemma 3.13(1), h∗[↑x] ⊆ ϕ(a) and y /∈ ϕ(a). Consequently, there exists U ∈ Cp(A∗)
(U = X − ϕ(a)) such that h∗[↑x] ∩ U = ∅ and y ∈ U , so h∗[↑x] is closed, and so condition
(4) of Definition 3.3 is satisfied.

Let U ∈ CpUp(A∗). Then there exists a ∈ A such that U = ϕ(a). By Lemma 3.13(2),
B∗ − ↓h−1

∗
(A∗ − ϕ(a)) = ϕ(h(a)) ∈ CpUp(B∗). Therefore, B∗ − ↓h−1

∗
(A∗ − U) ∈ CpUp(B∗),

so h∗ satisfies condition (5) of Definition 3.3, and so h∗ is a partial Esakia morphism. �

Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism. Define
f ∗ : CpUp(Y ) → CpUp(X) by

f ∗(U) = X − ↓f−1(Y − U)

for each U ∈ CpUp(Y ). It follows from condition (5) of Definition 3.3 that f ∗ is well defined.

Theorem 3.15. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
Then f ∗ is a (∧,→)-homomorphism.

Proof. Let U, V ∈ CpUp(Y ). By Lemma 3.5,
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x ∈ f ∗(U ∩ V ) iff f [↑x] ⊆ U ∩ V
iff f [↑x] ⊆ U and f [↑x] ⊆ V
iff x ∈ f ∗(U) and x ∈ f ∗(V )
iff x ∈ f ∗(U) ∩ f ∗(V ).

Therefore, f ∗(U ∩ V ) = f ∗(U) ∩ f ∗(V ). This implies that f ∗(U → V ) ⊆ f ∗(U) → f ∗(V ).
Indeed, f ∗(U) ∩ f ∗(U → V ) = f ∗(U ∩ (U → V )) ⊆ f ∗(V ), and so f ∗(U → V ) ⊆ f ∗(U) →
f ∗(V ). Conversely, let x /∈ f ∗(U → V ). Then there exists z ∈ dom(f) such that x ≤ z
and U ∩ ↑f(z) 6⊆ V . Therefore, there exists y ∈ U such that f(z) ≤ y and y /∈ V . By
condition (2) of Definition 3.3, there exists u ∈ dom(f) such that z ≤ u and f(u) = y. Since
x ≤ z ≤ u, then x ≤ u. As f(u) = y ∈ U , then f [↑u] = ↑f(u) = ↑y ⊆ U . This implies
that u ∈ f ∗(U). On the other hand, f(u) = y /∈ V implies that u /∈ f ∗(V ). Thus, there
exists u ∈ X such that x ≤ u, u ∈ f ∗(U), and u /∈ f ∗(V ), and so x /∈ f ∗(U) → f ∗(V ).
Consequently, f ∗(U) → f ∗(V ) ⊆ f ∗(U → V ), so f ∗(U → V ) = f ∗(U) → f ∗(V ), and so f ∗

is a (∧,→)-homomorphism. �

Lemma 3.16. Let A and B be Heyting algebras and h : A → B a (∧,→)-homomorphism.
Then for each a ∈ A we have ϕ(h(a)) = h∗

∗(ϕ(a)).

Proof. Let x ∈ B∗. Then, by Lemmas 3.5 and 3.12, we have:

x ∈ h∗

∗(ϕ(a)) iff h∗[↑x] ⊆ ϕ(a)
iff (∀y ∈ A∗)(h

−1(x) ⊆ y ⇒ a ∈ y)
iff a ∈ h−1(x)
iff h(a) ∈ x
iff x ∈ ϕ(h(a)).

�

Lemma 3.17. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
Then x ∈ dom(f) iff ε(x) ∈ dom(f ∗

∗
), and for each x ∈ dom(f), we have ε(f(x)) =

f ∗

∗
(ε(x)).

Proof. First suppose that x ∈ dom(f). Then f [↑x] = ↑f(x). To see that ε(x) ∈ dom(f ∗

∗
) it is

sufficient to show that (f ∗)−1(ε(x)) is a prime filter of Y ∗. Since f ∗(U ∩V ) = f ∗(U)∩f ∗(V ),
we have that (f ∗)−1(ε(x)) is closed under ∩. As f [↑x] = ↑f(x) 6= ∅, we also have ∅ /∈
(f ∗)−1(ε(x)). Therefore, it is left to be shown that (f ∗)−1(ε(x)) is closed under ∪. Let
U ∪ V ∈ (f ∗)−1(ε(x)). Then x ∈ f ∗(U ∪ V ). This yields f [↑x] ⊆ U ∪ V , which implies that
↑f(x) ⊆ U ∪ V . Thus, ↑f(x) ⊆ U or ↑f(x) ⊆ V , and so f [↑x] ⊆ U or f [↑x] ⊆ V . Therefore,
x ∈ f ∗(U) or x ∈ f ∗(V ), and so U ∈ (f ∗)−1(ε(x)) or V ∈ (f ∗)−1(ε(x)). Consequently,
(f ∗)−1(ε(x)) ∈ Y ∗

∗, which implies that ε(x) ∈ dom(f ∗

∗
).

Conversely, let ε(x) ∈ dom(f ∗

∗
). Then (f ∗)−1(ε(x)) is a prime filter of Y ∗. We show that

there exists y ∈ Y such that f [↑x] = ↑y, which, by condition (3) of Definition 3.3, implies
that x ∈ dom(f). If minf [↑x] consists of at least two points, then an argument similar to [1,
Thm. 2.7(1)] produces U, V ∈ Y ∗ such that f [↑x] ⊆ U ∪ V , but f [↑x] 6⊆ U and f [↑x] 6⊆ V .1

Note that W ∈ (f ∗)−1(ε(x)) iff x ∈ f ∗(W ) iff f [↑x] ⊆ W . Therefore, U ∪ V ∈ (f ∗)−1(ε(x)),

1In order to keep the proof self-contained, we reproduce the argument. By Lemma 2.4(4), for each closed
upset U of an Esakia space, we have U = ↑min(U). Therefore, f [↑x] = ↑minf [↑x]. Let y and z be two
distinct points of minf [↑x]. Obviously for each w ∈ minf [↑x] with y 6= w we have ↑w ∩ ↓y = ∅. By Lemma
2.4(2), there exists a clopen upset Uw of Y such that w ∈ Uw and y /∈ Uw. Also, y 6≤ z implies there exists a
clopen upset Uy of Y such that y ∈ Uy and z /∈ Uy. Then minf [↑x] ⊆ Uy∪

⋃
{Uw : w ∈ minf [↑x] and w 6= y},
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but neither U ∈ (f ∗)−1(ε(x)) nor V ∈ (f ∗)−1(ε(x)), which means that (f ∗)−1(ε(x)) is not
prime. The obtained contradiction proves that minf [↑x] consists of a single point. Thus,
there exists y ∈ Y such that f [↑x] = ↑y, and so x ∈ dom(f).

Now suppose that x ∈ dom(f). We have U ∈ ε(f(x)) iff f(x) ∈ U , and U ∈ f ∗

∗
(ε(x))

iff f ∗(U) ∈ ε(x) iff x ∈ f ∗(U) iff f [↑x] ⊆ U . But as x ∈ dom(f), we have f [↑x] = ↑f(x).
Therefore, f [↑x] ⊆ U iff ↑f(x) ⊆ U iff f(x) ∈ U . Thus, ε(f(x)) = f ∗

∗
(ε(x)). �

3.3. Composition of partial Esakia morphisms. In general, the composition of partial
Esakia morphisms may not be a partial Esakia morphism as follows from the following
example.

Example 3.18. Let X, Y, and Z be the finite Esakia spaces (that is, the finite posets) and
let f : X → Y and g : Y → Z be the partial Esakia morphisms shown in Figure 1. Note
that g is in fact an Esakia morphism. Let g ◦ f : X → Z denote the composition of f and
g. Then dom(g ◦ f) = dom(f) = {x1, x2}. Moreover, (g ◦ f)[↑x3] = g({y1, y2}) = {z} = ↑z.
But x3 /∈ dom(g ◦ f). Therefore, condition (3) of Definition 3.3 is not satisfied, and so g ◦ f
is not a partial Esakia morphism.

This indicates that the composition of two partial Esakia morphisms needs to be defined
in a slightly different fashion. Let X, Y, and Z be Esakia spaces and let f : X → Y and
g : Y → Z be partial Esakia morphisms. We define g ∗ f : X → Y as follows. We set

dom(g ∗ f) = {x ∈ X : g(f [↑x]) = ↑z for some z ∈ Z}

and for each x ∈ dom(g ∗ f) we set (g ∗ f)(x) = z, where g(f [↑x]) = ↑z.

Remark 3.19. It follows from the definition of dom(g ∗ f) that {x ∈ dom(f) : f(x) ∈
dom(g)} is a subset of dom(g ∗ f) as if x ∈ dom(f) and f(x) ∈ dom(g), then g(f [↑x]) =
↑g(f(x)) and (g ∗ f)(x) = g(f(x)). On the other hand, Example 3.18 shows that {x ∈
dom(f) : f(x) ∈ dom(g)} may be a proper subset of dom(g ∗ f).

It is our goal to show that g ∗ f is a partial Esakia morphism that is dual to f ∗ ◦ g∗.

Lemma 3.20. Let X, Y, and Z be Esakia spaces and let f : X → Y and g : Y → Z be
partial Esakia morphisms. Then (g ∗ f)[↑x] = g(f [↑x]).

and so f [↑x] = ↑minf [↑x] ⊆ Uy ∪
⋃
{Uw : w ∈ minf [↑x] and w 6= y}. Since f [↑x] is compact, there exist

Uw1
, . . . , Uwn

such that f [↑x] ⊆ Uy ∪ Uw1
∪ · · · ∪ Uwn

. Let U = Uy and V = Uw1
∪ · · · ∪ Uwn

. Then
f [↑x] ⊆ U ∪ V , but f [↑x] 6⊆ U and f [↑x] 6⊆ V .
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Proof. Let z ∈ (g∗f)[↑x]. Then there exists u ∈ dom(g∗f) such that x ≤ u and (g∗f)(u) = z.
This by the definition of dom(g ∗ f) means that g(f [↑u]) = ↑z. Since x ≤ u, it follows
that g(f [↑u]) ⊆ g(f [↑x]). Thus, z ∈ g(f [↑x]), and so (g ∗ f)[↑x] ⊆ g(f [↑x]). Conversely,
let z ∈ g(f [↑x]). Then there exists u ∈ dom(f) such that x ≤ u, f(u) ∈ dom(g), and
g(f(u)) = z. Therefore, gf [↑u] = g[↑f(u)] = ↑gf(u), which means that u ∈ dom(g ∗ f)
and z = (g ∗ f)(u). Thus, z ∈ (g ∗ f)[↑x], and so g(f [↑x]) ⊆ (g ∗ f)[↑x]. Consequently,
(g ∗ f)[↑x] = g(f [↑x]). �

Lemma 3.21. Let X, Y, and Z be Esakia spaces and let f : X → Y and g : Y → Z be
partial Esakia morphisms. Then g ∗ f : X → Y is a partial Esakia morphism.

Proof. Let x, z ∈ dom(g ∗ f) and x ≤ z. Then ↑z ⊆ ↑x, and so g(f [↑z]) ⊆ g(f [↑x]). Since
x, z ∈ dom(g ∗f), there exist u, v ∈ Z such that g(f [↑x]) = ↑u and g(f [↑z]) = ↑v. Therefore,
↑v ⊆ ↑u, and so u ≤ v. As u = (g∗f)(x) and v = (g∗f)(z), we obtain (g∗f)(x) ≤ (g∗f)(z).
Thus, condition (1) of Definition 3.3 is satisfied.

Next let x ∈ dom(g ∗ f), y ∈ Z, and (g ∗ f)(x) ≤ y. Then there exists u ∈ Z such that
g(f [↑x]) = ↑u and (g ∗ f)(x) = u. Therefore, y ∈ g(f [↑(x)]), and so there exists z ∈ dom(f)
such that x ≤ z, f(z) ∈ dom(g), and g(f(z)) = y. But then g(f [↑(z)]) = g[↑f(z)] = ↑gf(z),
so z ∈ dom(g ∗ f) and (g ∗ f)(z) = g(f(z)). Thus, there exists z ∈ dom(g ∗ f) such that
x ≤ z and (g ∗ f)(z) = y, and so condition (2) of Definition 3.3 is satisfied.

That g ∗ f satisfies condition (3) of Definition 3.3 follows from the definition of g ∗ f and
Lemma 3.20.

To see that g ∗ f satisfies condition (4) of Definition 3.3, let x ∈ X. Since f is a partial
Esakia morphism, f [↑x] is a closed subset of Y . As g is a partial Esakia morphism, by
Corollary 3.10, g(f [↑x]) is a closed subset of Z. By Lemma 3.20, g(f [↑x]) = (g ∗ f)[↑x].
Therefore, (g ∗ f)[↑x] is a closed subset of Z.

Finally, to see that g∗f satisfies condition (5) of Definition 3.3, let U ∈ CpUp(Z). We show
that X−↓(g ∗f)−1(Z−U) = X−↓f−1(↓g−1(Z−U)). We have x ∈ X−↓(g ∗f)−1(Z−U) iff
(g∗f)[↑x] ⊆ U . By Lemma 3.20, (g∗f)[↑x] = g(f [↑x]). Therefore, x ∈ X−↓(g∗f)−1(Z−U)
iff g(f [↑x]) ⊆ U . On the other hand, x ∈ X−↓f−1(↓g−1(Z−U)) iff f [↑x]∩↓g−1(Z−U) = ∅.
Since f [↑x] is an upset, the last condition is equivalent to f [↑x] ∩ g−1(Z − U) = ∅, which is
equivalent to g(f [↑x]) ⊆ U . Thus, x ∈ X−↓(g ∗f)−1(Z−U) iff x ∈ X−↓f−1(↓g−1(Z−U)),
and so X −↓(g ∗f)−1(Z −U) = X −↓f−1(↓g−1(Z −U)). As g is a partial Esakia morphism,
↓g−1(Z − U) is a clopen downset of Y , and because f is a partial Esakia morphism, X −
↓f−1(↓g−1(Z−U)) is a clopen upset of X. Consequently, X−↓(g∗f)−1(Z−U) ∈ CpUp(X),
so condition (5) of Definition 3.3 is satisfied, and so g ∗ f is a partial Esakia morphism. �

Lemma 3.22. Let X, Y, and Z be Esakia spaces and let f : X → Y and g : Y → Z be partial
Esakia morphisms. For each x ∈ X and a clopen upset U of Z, we have x ∈ (f ∗ ◦ g∗)(U) iff
g(f [↑x]) ⊆ U .

Proof. By Lemma 3.5, we have:

x ∈ (f ∗ ◦ g∗)(U) iff x ∈ f ∗(g∗(U))
iff f [↑x] ⊆ g∗(U)
iff (∀y ∈ f [↑x])(y ∈ g∗(U))
iff (∀y ∈ f [↑x])(g[↑y] ⊆ U)
iff g(f [↑x]) ⊆ U .

�
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Putting Lemmas 3.5, 3.20, and 3.22 together we obtain:

Lemma 3.23. Let X, Y, and Z be Esakia spaces and let f : X → Y and g : Y → Z be
partial Esakia morphisms. Then (g ∗ f)∗ = f ∗ ◦ g∗.

Proof. It is sufficient to show that (g ∗ f)∗(U) = (f ∗ ◦ g∗)(U) for each clopen upset U of Z.
We have:

x ∈ (g ∗ f)∗(U) iff (g ∗ f)[↑x] ⊆ U
iff g(f [↑x]) ⊆ U
iff x ∈ (f ∗ ◦ g∗)(U).

Therefore, (g ∗ f)∗(U) = (f ∗ ◦ g∗)(U), and so (g ∗ f)∗ = f ∗ ◦ g∗. �

Lemma 3.24. Let X, Y, Z, and W be Esakia spaces and let f : X → Y , g : Y → Z, and
h : Z → W be partial Esakia morphisms. Then h ∗ (g ∗ f) = (h ∗ g) ∗ f .

Proof. This follows easily from f ∗ ◦ (g∗ ◦ h∗) = (f ∗ ◦ g∗) ◦ h∗ and Lemma 3.23. �

It is also clear that the identity map on an Esakia space is a partial Esakia morphism.
Therefore, Esakia spaces and partial Esakia morphisms with the composition ∗ form a cat-
egory we denote by EsaP. Let also Heyt(∧,→) denote the category of Heyting algebras and
(∧,→)-homomorphisms.

3.4. Generalized Esakia duality. It is our goal to show that Heyt(∧,→) is dually equiva-
lent to EsaP, thus generalizing Esakia duality.

Let A, B, and C be Heyting algebras and let h : A → B and k : B → C be (∧,→)-
homomorphisms. We show that (k ◦ h)∗ = h∗ ∗ k∗.

Lemma 3.25. Let A, B, and C be Heyting algebras, let h : A → B and k : B → C be
(∧,→)-homomorphisms, x ∈ C∗, and z ∈ A∗.

(1) z ∈ h∗(k∗[↑x]) iff h−1(k−1(x)) ⊆ z.
(2) h∗(k∗[↑x]) = ↑z iff h−1(k−1(x)) = z.

Proof. (1) First suppose that z ∈ h∗(k∗[↑x]). Then there exists y ∈ dom(h∗) such that
y ∈ k∗[↑x] and h∗(y) = z. Since y ∈ k∗[↑x], there exists u ∈ dom(k∗) such that x ⊆ u and
k∗(u) = y. But then h−1(k−1(x)) ⊆ h−1(k−1(u)) and h−1(k−1(u)) = h∗(k∗(u)) = h∗(y) = z.
Therefore, h−1(k−1(x)) ⊆ z. Conversely, suppose that h−1(k−1(x)) ⊆ z. By Lemma 3.11,
there exists y ∈ dom(h∗) such that k−1(x) ⊆ y and h∗(y) = z. Using Lemma 3.11 again
produces u ∈ dom(k∗) such that x ⊆ u and k∗(u) = y. But then h∗(k∗(u)) = z, and as
u ∈ ↑x, we obtain z ∈ h∗(k∗[↑x]).

(2) First suppose that h∗(k∗[↑x]) = ↑z. Then z ∈ h∗(k∗[↑x]), and by (1), h−1(k−1(x)) ⊆ z.
If z 6⊆ h−1(k−1(x)), then there exists a ∈ z such that k(h(a)) /∈ x. Therefore, z ∈ ϕ(a) and
x /∈ ϕ(k(h(a))). By Lemma 3.13(1), x /∈ ϕ(k(h(a))) implies k∗[↑x] 6⊆ ϕ(h(a)). Therefore,
there exists y ∈ k∗[↑x] such that y /∈ ϕ(h(a)). Applying Lemma 3.13(1) again, we obtain
h∗[↑y] 6⊆ ϕ(a). Thus, h∗(k∗[↑x]) 6⊆ ϕ(a). But h∗(k∗[↑x]) = ↑z. This implies that z /∈ ϕ(a),
which is a contradiction. Consequently, z ⊆ h−1(k−1(x)), and so h−1(k−1(x)) = z.

Conversely, suppose that h−1(k−1(x)) = z. Then h−1(k−1(x)) ⊆ z, which by (1) means
that z ∈ h∗(k∗[↑x]). Therefore, ↑z ⊆ h∗(k∗[↑x]). Let w ∈ h∗(k∗[↑x]). Then there exists u ∈
dom(k∗) such that x ⊆ u, k∗(u) ∈ dom(h∗), and w = h∗(k∗(u)). Thus, w = h−1(k−1(u)) ⊇
h−1(k−1(x)) = z. This implies that w ∈ ↑z, so h∗(k∗[↑x]) ⊆ ↑z, and so h∗(k∗[↑x]) = ↑z. �
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Lemma 3.26. Let A, B, and C be Heyting algebras and let h : A → B and k : B → C be
(∧,→)-homomorphisms. Then (k ◦ h)∗ = h∗ ∗ k∗.

Proof. By Lemma 3.25(2), we have:

x ∈ dom(k ◦ h)∗ iff (k ◦ h)−1(x) ∈ A∗

iff h−1(k−1(x)) ∈ A∗

iff h∗(k∗[↑x]) = ↑z for some z ∈ A∗

iff x ∈ dom(h∗ ∗ k∗).

Therefore, dom(k ◦ h)∗ = dom(h∗ ∗ k∗), and for each x ∈ dom(k ◦ h)∗, we have

(k ◦ h)∗(x) = (k ◦ h)−1(x) = h−1(k−1(x)) = h∗(k∗(x)) = (h∗ ∗ k∗)(x).

Thus, (k ◦ h)∗ = h∗ ∗ k∗. �

Theorem 3.27. The categories Heyt(∧,→) and EsaP are dually equivalent.

Proof. By Theorem 3.14 and Lemma 3.26, (−)∗ : Heyt(∧,→) → EsaP is a well-defined

functor. Also, by Theorem 3.15 and Lemma 3.23, (−)∗ : EsaP → Heyt(∧,→) is a well-defined
functor. Lastly, Lemmas 3.16 and 3.17 imply that the functors (−)∗ and (−)∗ establish a

dual equivalence of Heyt(∧,→) and EsaP. �

As a consequence of Theorem 3.27, we give the dual description of 1-1 and onto (∧,→)-
homomorphisms. This will play an important role in Section 5.

Definition 3.28. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
We call f onto if the restriction of f to dom(f) is an onto map.

Lemma 3.29. Let A and B be Heyting algebras and h : A → B a (∧,→)-homomorphism.
Then h is 1-1 iff h∗ : B∗ → A∗ is onto.

Proof. First suppose that h is 1-1. For y ∈ A∗ let F be the filter of B generated by h[y] and
I be the ideal of B generated by h[A − y]. If there exists b ∈ F ∩ I, then there exist a ∈ y
and c1, . . . , cn ∈ A − y such that h(a) ≤ b ≤ h(c1) ∨ · · · ∨ h(cn) ≤ h(c1 ∨ · · · ∨ cn). Since
h is 1-1, the last inequality implies a ≤ c1 ∨ · · · ∨ cn. As A − y is an ideal of A, we obtain
a ∈ A − y. The obtained contradiction proves that F ∩ I = ∅. Therefore, there exists a
prime filter x of B such that F ⊆ x and x∩ I = ∅. From F ⊆ x it follows that h[y] ⊆ x, and
from x ∩ I = ∅ it follows that a /∈ y implies h(a) /∈ x. Thus, y ⊆ h−1(x) and h−1(x) ⊆ y,
implying that y = h−1(x). Consequently, x ∈ dom(h∗) and h∗(x) = y, which means that h∗

is onto.
Now suppose that h∗ is onto. To see that h is 1-1, it is sufficient to show that a 6≤ b implies

h(a) 6≤ h(b) for each a, b ∈ A. From a 6≤ b it follows that there exists a prime filter y of A
such that a ∈ y and b /∈ y. Since h∗ is onto, there exists x ∈ dom(h∗) such that h∗(x) = y.
Therefore, h−1(x) = y, and so h(a) ∈ x and h(b) /∈ x. But then h(a) 6≤ h(b), implying that
h is 1-1. �

In order to give the dual description of onto (∧,→)-homomorphisms, we recall that by
Lemma 2.1(2), onto (∧,→)-homomorphisms are characterized by filters of Heyting algebras,
and hence are simply onto Heyting algebra homomorphisms. It is well known that in Esakia
duality onto Heyting algebra homomorphisms are characterized by 1-1 Esakia morphisms.
Consequently, if A and B are Heyting algebras and h : A → B is a (∧,→)-homomorphism,
then h is onto iff h is an onto Heyting algebra homomorphism, which is equivalent to h∗ being
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a 1-1 Esakia morphism. Since 1-1 Esakia morphisms into an Esakia space X correspond to
closed upsets of X, we obtain that onto (∧,→)-homomorphisms from a Heyting algebra A
dually correspond to closed upsets of A∗.

3.5. Well partial Esakia morphisms.

Definition 3.30. Let (X,≤) and (Y,≤) be Esakia spaces and f : X → Y a partial Esakia
morphism. We call f a well partial Esakia morphism if for each x ∈ X there exists z ∈
dom(f) such that x ≤ z.

Lemma 3.31. Let A and B be Heyting algebras. If h : A → B is a (∧,→, 0)-homomorphism,
then h∗ : B∗ → A∗ is a well partial Esakia morphism.

Proof. It follows from Theorem 3.14 that h∗ is a partial Esakia morphism. Let x ∈ B∗. Then
0 /∈ x. Since h(0) = 0, then 0 /∈ h−1(x). Therefore, there exists y ∈ A∗ such that h−1(x) ⊆ y.
By Lemma 3.11, there exists z ∈ dom(h∗) such that x ⊆ z and h∗(z) = y. Thus, h∗ is a well
partial Esakia morphism. �

Lemma 3.32. Let X and Y be Esakia spaces and f : X → Y a well partial Esakia morphism.
Then f ∗ is a (∧,→, 0)-homomorphism.

Proof. It follows from Theorem 3.15 that f ∗ is a (∧,→)-homomorphism. Since f is well,
then ↓f−1(Y ) = X. Therefore,

f ∗(∅) = X − ↓f−1(Y − ∅) = X − ↓f−1(Y ) = X − X = ∅,

and so f ∗ is a (∧,→, 0)-homomorphism. �

It is also clear that the identity map on an Esakia space is a well partial Esakia morphism,
and if f and g are well partial Esakia morphisms, then so is g ∗ f . Thus, Esakia spaces
and well partial Esakia morphisms form a category we denote by EsaW. Clearly, EsaW is a
proper subcategory of EsaP. Let also Heyt(∧,→,0) denote the category of Heyting algebras
and (∧,→, 0)-homomorphisms. Clearly Heyt(∧,→,0) is a proper subcategory of Heyt(∧,→).
As an immediate consequence of Theorem 3.27 and Lemmas 3.31 and 3.32, we obtain:

Theorem 3.33. The categories Heyt(∧,→,0) and EsaW are dually equivalent.

3.6. Strong partial Esakia morphisms.

Definition 3.34. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
We call f strong if for each x ∈ X, whenever f [↑x] 6= ∅, then x ∈ dom(f).

Lemma 3.35. Let A and B be Heyting algebras. If h : A → B is a (∧,→,∨)-homomorphism,
then h∗ : B∗ → A∗ is a strong partial Esakia morphism.

Proof. It follows from Theorem 3.14 that h∗ is a partial Esakia morphism. Let x ∈ B∗. By
Lemma 3.12, y ∈ h∗[↑x] iff h−1(x) ⊆ y. We have that either 0 ∈ h−1(x) or 0 /∈ h−1(x). If
0 ∈ h−1(x), then h−1(x) = A. Therefore, there is no y ∈ A∗ such that h−1(x) ⊆ y, and
so h∗[↑x] = ∅. On the other hand, if 0 /∈ h−1(x), then as h is a (∧,→,∨)-homomorphism,
h−1(x) ∈ A∗. This yields that x ∈ dom(h∗). Thus, if h∗[↑x] 6= ∅, then x ∈ dom(h∗), and so
h∗ is a strong partial Esakia morphism. �

Lemma 3.36. Let X and Y be Esakia spaces and f : X → Y a strong partial Esakia
morphism. Then f ∗ : Y ∗ → X∗ is a (∧,→,∨)-homomorphism.
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Proof. Since f is a partial Esakia morphism, by Theorem 3.15, f ∗ is a (∧,→)-homomorphism.
We show that f ∗(U ∪ V ) = f ∗(U) ∪ f ∗(V ) for each U, V ∈ CpUp(X). It is obvious that
f ∗(U) ∪ f ∗(V ) ⊆ f ∗(U ∪ V ). Let x ∈ f ∗(U ∪ V ). Then f [↑x] ⊆ U ∪ V . If f [↑x] = ∅, then it
is clear that f [↑x] ⊆ U , so x ∈ f ∗(U), and so x ∈ f ∗(U) ∪ f ∗(V ). Suppose that f [↑x] 6= ∅.
Then, as f is a strong partial Esakia morphism, x ∈ dom(f). Therefore, f [↑x] = ↑f(x).
This implies that ↑f(x) ⊆ U ∪ V , and so ↑f(x) ⊆ U or ↑f(x) ⊆ V . Thus, f [↑x] ⊆ U or
f [↑x] ⊆ V , so x ∈ f ∗(U) or x ∈ f ∗(V ), and so x ∈ f ∗(U) ∪ f ∗(V ). Consequently, f ∗ is a
(∧,→,∨)-homomorphism. �

It is also clear that the identity map on an Esakia space is a strong partial Esakia mor-
phism, and if f and g are strong partial Esakia morphisms, then so is g ∗ f . Thus, Esakia
spaces and strong partial Esakia morphisms form a category we denote by EsaS. Clearly
EsaS is a proper subcategory of EsaP. Let also Heyt(∧,→,∨) denote the category of Heyt-
ing algebras and (∧,→,∨)-homomorphisms. Clearly Heyt(∧,→,∨) is a proper subcategory of

Heyt(∧,→). As an immediate consequence of Theorem 3.27 and Lemmas 3.35 and 3.36, we
obtain:

Theorem 3.37. The categories Heyt(∧,→,∨) and EsaS are dually equivalent.

Now Esakia duality is an easy consequence of Theorems 3.33 and 3.37. Let A and B
be Heyting algebras and h : A → B a Heyting algebra homomorphism. Then h is both
a (∧,→, 0)-homomorphism and a (∧,→,∨)-homomorphism. Therefore, h∗ : B∗ → A∗ is
a partial Esakia morphism which is both well and strong. Since h∗ is well, h∗[↑x] 6= ∅
for each x ∈ X, and as h∗ is strong, x ∈ dom(h∗) for each x ∈ X. Therefore, h∗ is a
total function. But then h∗ is an Esakia morphism. Conversely, let X and Y be Esakia
spaces and f : X → Y an Esakia morphism. Then f is a total function. Therefore, if
D is a downset of Y , then f−1(D) is a downset of X. Thus, for U ∈ CpUp(Y ), we have
f ∗(U) = X − ↓f−1(Y − U) = X − f−1(Y − U) = X − (X − f−1(U)) = f−1(U), and
so f ∗ : Y ∗ → X∗ is a Heyting algebra homomorphism. Moreover, for Esakia morphisms
f : X → Y and g : Y → Z, the composition g ∗ f coincides with the usual set-theoretic
composition g ◦ f . Consequently, we obtain that Heyt is dually equivalent to Esa.

3.7. The Closed Domain Condition. Let A and B be Heyting algebras and h : A → B a
(∧,→)-homomorphism. Then h is obviously order-preserving, and so h(a) ∨ h(b) ≤ h(a ∨ b)
for each a, b ∈ A. However, h may not preserve ∨. Nevertheless, even if h is not a (∧,→,∨)-
homomorphism, there may still exist a, b ∈ A such that h(a ∨ b) = h(a) ∨ h(b). It turns
out that whether or not h(a ∨ b) = h(a) ∨ h(b) depends on the condition closely related to
Zakharyaschev’s Closed Domain Condition.

Let X and Y be Esakia spaces, f : X → Y a partial Esakia morphism, and x ∈ X. By
condition (4) of Definition 3.3, f [↑x] is a closed subset of Y . Therefore, by Lemma 2.4(4),
for each y ∈ f [↑x] there exists z ∈ min(f [↑x]) such that z ≤ y.

Definition 3.38. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
Let also D be a (possibly empty) set of anti-chains in Y . We say that f satisfies the Closed
Domain Condition (CDC) for D if:

x /∈ dom(f) implies minf [↑x] /∈ D.
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Lemma 3.39. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
For U, V ∈ CpUp(Y ), let

DU,V = {anti-chains d in U ∪ V : d ∩ (U − V ) 6= ∅ and d ∩ (V − U) 6= ∅}.

Then the following two conditions are equivalent:

(1) f ∗(U ∪ V ) ⊆ f ∗(U) ∪ f ∗(V ).
(2) f satisfies (CDC) for DU,V .

Proof. (1)⇒(2): Let x /∈ dom(f). If minf [↑x] ∈ DU,V , then f [↑x] = ↑minf [↑x] ⊆ U ∪V , but
neither f [↑x] ⊆ U nor f [↑x] ⊆ V . Therefore, x ∈ f ∗(U ∪ V ), but x /∈ f ∗(U) and x /∈ f ∗(V ).
This contradicts to f ∗(U ∪ V ) ⊆ f ∗(U) ∪ f ∗(V ). Consequently, minf [↑x] /∈ DU,V , and so f
satisfies (CDC) for DU,V .

(2)⇒(1): Let x ∈ f ∗(U ∪ V ). Then f [↑x] ⊆ U ∪ V . We have that x ∈ dom(f) or
x /∈ dom(f). If x ∈ dom(f), then f [↑x] = ↑f(x). Therefore, f [↑x] ⊆ U ∪ V implies
f [↑x] ⊆ U or f [↑x] ⊆ V . Thus, x ∈ f ∗(U) or x ∈ f ∗(V ), and so x ∈ f ∗(U) ∪ f ∗(V ).
On the other hand, if x /∈ dom(f), then as f satisfies (CDC) for DU,V , we obtain that
minf [↑x] /∈ DU,V . Therefore, minf [↑x] ⊆ U or minf [↑x] ⊆ V . Thus, f [↑x] = ↑minf [↑x] ⊆ U
or f [↑x] = ↑minf [↑x] ⊆ V , which yields that x ∈ f ∗(U) or x ∈ f ∗(V ). Consequently,
x ∈ f ∗(U) ∪ f ∗(V ), and so f ∗(U ∪ V ) ⊆ f ∗(U) ∪ f ∗(V ). �

As an immediate consequence of Lemma 3.39, we obtain:

Lemma 3.40. Let A, B be Heyting algebras, h : A → B a (∧,→)-homomorphism, and
a, b ∈ A. Then h(a ∨ b) = h(a) ∨ h(b) iff h∗ : B∗ → A∗ satisfies (CDC) for Dϕ(a),ϕ(b).

4. Comparison with Zakharyaschev’s approach

In this section we compare our approach to that of Zakharyaschev. We show that partial
Esakia morphisms, well partial Esakia morphisms, and strong partial morphisms provide
sharpening of Zakharyaschev’s subreductions, cofinal subreductions, and dense subreduc-
tions. We also show that our (CDC) sharpens Zakharyashev’s (CDC). We will mostly follow
[9, Sec. 9], which is a streamlined version of Zakharyaschev’s earlier results. We point out
that Zakharyaschev mostly works with intuitionistic general frames. An especially important
subclass of the class of intuitionistic general frames is the class of intuitionistic descriptive
frames, which correspond to Esakia spaces (see, e.g., [4, Sec. 2.3.3]). Consequently, instead
of intuitionistic descriptive frames, we will work with Esakia spaces.

Definition 4.1. Let X and Y be Esakia spaces and f : X → Y a partial map.
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(1) [9, p. 289] We call f a subreduction if f satisfies conditions (1), (2), and (5) of
Definition 3.3.

(2) [9, p. 295] We call f a cofinal subreduction if f is a subreduction and x ∈ ↑dom(f)
implies x ∈ ↓dom(f).

(3) [9, p. 293] We call f a dense subreduction if f is a subreduction and ↑dom(f)
∩↓dom(f) = dom(f).

It follows from the definition that each partial Esakia morphism is a subreduction. How-
ever, the converse is not true as follows from the following example.

Example 4.2. We show that there exist subreductions which do not satisfy neither condition
(3) nor condition (4) of Definition 3.3. Let X and Y be the finite Esakia spaces and f : X →
Y the partial map shown in Figure 2. It is easy to verify that f is a subreduction. On the
other hand, f [↑x1] = {y} = ↑y, but x1 /∈ dom(f). Therefore, f does not satisfy condition
(3) of Definition 3.3, thus it is not a partial Esakia morphism.

In order to exhibit a subreduction which does not satisfy condition (4) of Definition 3.3,
we need to consider infinite Esakia spaces. Let X be the set of negative integers together
with −∞, with the usual order ≤ and with the topology in which each negative number is an
isolated point and −∞ is the limit of X−{−∞}; that is, X is the one-point compactification
of the discrete space X − {−∞}. Let f : X → X be the identity map on X − {−∞} and
undefined on −∞ (see Figure 3). Then it is easy to see that f is a subreduction. On the
other hand, f [↑(−∞)] = f(X) = X − {−∞}, which is not a closed subset of X. Therefore,
f does not satisfy condition (4) of Definition 3.3.

It follows from [9, Thm. 9.7 and Exercise 9.2] that if f : X → Y is a subreduction,
then f ∗ : CpUp(Y ) → CpUp(X) is a (∧,→)-homomorphism, and that if h : A → B is
a (∧,→)-homomorphism, then h∗ : B∗ → A∗ is a subreduction. On the other hand, as
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follows from Example 4.2, there is not a perfect balance between subreductions and (∧,→)-

homomorphisms. Therefore, in order to obtain duality for Heyt(∧,→), we need to work with
partial Esakia morphisms instead of subreductions.

Let f : X → Y be a partial Esakia morphism. It is easy to see that if f is well, then f is
cofinal. However, the converse is not true as follows from the following example.

Example 4.3. Let X and Y be the finite Esakia spaces and f : X → Y the partial Esakia
morphism shown in Figure 4. It is obvious that ↑dom(f) = {x1} = ↓dom(f). Therefore, f
is cofinal. On the other hand, for x2 there is no z ∈ dom(f) such that x2 ≤ z. Thus, f is
not a well partial Esakia morphism.

Nevertheless, each cofinal partial Esakia morphism f : X → Y gives rise to a well partial
Esakia morphism from a closed upset of X to Y .

Lemma 4.4. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
Then ↑dom(f) is a closed upset of X. Consequently, ↑dom(f) is an Esakia space (in the
induced topology and order).

Proof. By Lemma 3.7, dom(f) is a closed subset of X. This, by Lemma 2.4(1), implies that
↑dom(f) is a closed upset of X. Consequently, by Lemma 2.4(3), ↑dom(f) is an Esakia space
(in the induced topology and order). �

Lemma 4.5. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
Then f is cofinal iff the restriction of f to ↑dom(f) is a well partial Esakia morphism.

Proof. The right to left implication is straightforward. Conversely, by Lemma 4.4, ↑dom(f)
is an Esakia space. Let g denote the restriction of f to ↑dom(f). Then dom(g) = dom(f).
Moreover, since f is a partial Esakia morphism, it is easy to verify that g is also a partial
Esakia morphism. Suppose that f is cofinal. Then for each x ∈ ↑dom(f) we have x ∈
↓dom(f). Therefore, for each x ∈ ↑dom(f) there exists z ∈ dom(f) such that x ≤ z. But
then for each x ∈ ↑dom(f) there exists z ∈ dom(g) such that x ≤ z. Thus, g : ↑dom(f) → Y
is a well partial Esakia morphism. �

Let f : X → Y be a partial Esakia morphism. It is easy to see that if f is strong, then f
is dense. However, the converse is not true as follows from the following example.

Example 4.6. Let X and Y be the finite Esakia spaces and f : X → Y the partial Esakia
morphism shown in Figure 5. Then ↑dom(f)∩↓dom(f) = {x1, x2}∩X = {x1, x2} = dom(f).
Therefore, f is dense. On the other hand, f [↑x3] = {y1, y2} 6= ∅, but x /∈ dom(f). Thus, f
is not a strong partial Esakia morphism.
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Nevertheless, similar to the case of cofinal partial Esakia morphisms, each dense partial
Esakia morphism f : X → Y gives rise to a strong partial Esakia morphism from a closed
upset of X to Y .

Lemma 4.7. Let X and Y be Esakia spaces and f : X → Y a partial Esakia morphism.
Then f is dense iff the restriction of f to ↑dom(f) is a strong partial Esakia morphism.

Proof. The right to left implication is straightforward. Conversely, let Z = ↑dom(f) and g be
the restriction of f to Z. By Lemma 4.4, Z is an Esakia space. Moreover, dom(g) = dom(f),
and as f : X → Y is a partial Esakia morphism, it is easy to verify that g : Z → Y is also
a partial Esakia morphism. Suppose that f is dense. Let x ∈ Z be such that g[↑x] 6= ∅.
Since x ∈ Z, there exists y ∈ dom(f) such that y ≤ z. And as g[↑x] 6= ∅, there exists
z ∈ dom(g) = dom(f) such that x ≤ z. Therefore, y ≤ x ≤ z with y, z ∈ dom(f), and
so x ∈ ↑dom(f) ∩ ↓dom(f). Because f is dense, ↑dom(f) ∩ ↓dom(f) = dom(f). Thus,
x ∈ dom(f) = dom(g), and so g : Z → Y is a strong partial Esakia morphism. �

As a result, we obtain that the notions of partial Esakia morphism, well partial Esakia
morphism, and strong partial Esakia morphism sharpen the notions of subreduction, co-
final subreduction, and dense subreduction, respectively. In fact, as follows from Section
3, in order to obtain duality for (∧,→)-homomorphisms, (∧,→, 0)-homomorphisms, and
(∧,→,∨)-homomorphisms, we have to work with partial Esakia morphisms, well partial
Esakia morphisms, and strong partial Esakia morphisms rather than subreductions, cofinal
subreductions, and dense subreductions.

We conclude this section by comparing our (CDC) with Zakharyaschev’s (CDC). We point
out that Zakharyaschev works with subreductions. However, we already saw that it is better
to work with partial Esakia morphisms. Therefore, we adjust Zakharyaschev’s definition and
consider partial Esakia morphisms instead of subreductions. In addition, Zakharyaschev only
considers subreductions into a finite poset. The main reason for this, of course, is that the
canonical formulas he defines are associated with finite (rooted) posets rather than any
Esakia space. On the other hand, our (CDC) applies to the infinite case as well (although
the canonical formulas we will define will also be associated only with finite subdirectly
irreducible Heyting algebras). Therefore, we will not assume that the target space is finite.

Definition 4.8. [9, p. 298] Let Y be an Esakia space and D a (possibly empty) set of anti-
chains in Y . We say that a partial Esakia morphism f from an Esakia space X to Y satisfies
Zakharyaschev’s Closed Domain Condition (ZCDC) for D if:

x ∈ ↑dom(f) and f [↑x] = ↑d for some d ∈ D imply x ∈ dom(f).
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Obviously (ZCDC) can be rewritten as

x ∈ ↑dom(f) − dom(f) implies there is no d ∈ D such that f [↑x] = ↑d.

But f [↑x] = ↑(minf [↑x]). Therefore, (ZCDC) can be rewritten as

x ∈ ↑dom(f) − dom(f) implies minf [↑x] /∈ D.

The last version of (ZCDC) makes it clear that (CDC) implies (ZCDC). However, the con-
verse is not true in general. Nevertheless, similar to Lemmas 4.5 and 4.7, we have that
(ZCDC) implies (CDC) for the restriction of f to ↑dom(f).

Corollary 4.9. Let X and Y be Esakia spaces, f a partial Esakia morphism, and D a
(possibly empty) set of anti-chains in Y . Then f satisfies (ZCDC) for D iff the restriction
of f to ↑dom(f) is a partial Esakia morphism satisfying (CDC) for D.

Proof. The right to left implication is straightforward. Conversely, we already saw that
↑dom(f) is an Esakia space and that the restriction of f to ↑dom(f) is a partial Esakia
morphism. Suppose that f satisfies (ZCDC) for D, x ∈ ↑dom(f) and x /∈ dom(f). Then
x ∈ ↑dom(f)−dom(f). By (ZCDC), minf [↑x] /∈ D. Therefore, f satisfies (CDC) for D. �

5. Canonical formulas from an algebraic point of view

In this section we construct canonical formulas by purely algebraic means. Our approach
generalizes Jankov’s approach [18], which was described in detail by Wronski [35]. A similar
approach was undertaken by Tomaszewski [31].

We show that each intermediate logic is axiomatizable by canonical formulas. As a con-
sequence, we obtain that each intermediate logic axiomatizable by negation free formulas is
axiomatizable by negation free canonical formulas, and show that Jankov formulas, subframe
formulas, and cofinal subframe formulas are all particular instances of canonical formulas.
Finally, we show that the algebraic approach of [2] to subframe formulas and cofinal subframe
formulas is a particular case of our approach.

As was pointed out in the introduction, most of these results were obtained by Za-
kharyaschev using model-theoretic techniques. Our main contribution is in sharpening
Zakharyaschev’s technique, streamlining it as part of the generalized Esakia duality, and
obtaining new and simplified proofs, which are algebraic in nature.

5.1. Canonical formulas. We recall that a Heyting algebra is subdirectly irreducible if it
has the second largest element.

Definition 5.1. Let A be a finite subdirectly irreducible Heyting algebra, s the second
largest element of A, and D a subset of A2. For each a ∈ A we introduce a new variable pa

and define the canonical formula α(A, D,⊥) associated with A and D as

α(A, D,⊥) = [
∧
{pa∧b ↔ pa ∧ pb : a, b ∈ A}∧∧
{pa→b ↔ pa → pb : a, b ∈ A}∧∧
{p¬a ↔ ¬pa : a ∈ A}∧∧
{pa∨b ↔ pa ∨ pb : (a, b) ∈ D}] → ps

Lemma 5.2. Let A be a finite subdirectly irreducible Heyting algebra, s the second largest
element of A, and D a subset of A2. Then A 6|= α(A, D,⊥).

Proof. Define a valuation ν on A by ν(pa) = a for each a ∈ A. Let Γ denote the antecedent
of α(A, D,⊥). Then ν(α(A, D,⊥)) = ν(Γ → ps) = ν(Γ) → ν(ps) = 1 → s = s. Therefore,
A 6|= α(A, D,⊥). �
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Theorem 5.3. Let A be a finite subdirectly irreducible Heyting algebra, D ⊆ A2, and B a
Heyting algebra. Then B 6|= α(A, D,⊥) iff there is a homomorphic image C of B and an
(∧,→, 0)-embedding h : A  C such that h(a ∨ b) = h(a) ∨ h(b) for each (a, b) ∈ D.

Proof. First assume that there is a homomorphic image C of B and an (∧,→, 0)-embedding
h : A  C such that h(a ∨ b) = h(a) ∨ h(b) for each (a, b) ∈ D. By Lemma 5.2, there is
a valuation ν on A refuting α(A, D,⊥). Clearly h ◦ ν is a valuation on C. Since h is an
(∧,→, 0)-embedding of A in C such that h(a∨ b) = h(a)∨h(b) for each (a, b) ∈ D, it follows
from the construction of α(A, D,⊥) that it is refuted by h ◦ ν. Now as C is a homomorphic
image of B, we have that B 6|= α(A, D,⊥).

Conversely, assume that B 6|= α(A, D,⊥). It is well known (see, e.g., [35, Lemma 1])
that if b 6= 1B, then there exists a subdirectly irreducible Heyting algebra C and an onto
homomorphism f : B ։ C such that f(b) = sC , where sC is the second largest element
of C. Therefore, if B 6|= α(A, D,⊥), then there exists a valuation µ on B such that
µ(α(A, D,⊥)) 6= 1B, and so there exists a subdirectly irreducible Heyting algebra C and
an onto homomorphism f : B ։ C such that f(µ(α(A, D,⊥))) = sC . Thus, ν = f ◦ µ is a
valuation on C such that ν(α(A, D,⊥)) = sC . Let Γ denote the antecedent of α(A, D,⊥).
Then ν(α(A, D,⊥)) = ν(Γ → ps) = ν(Γ) → ν(ps) = sC . This obviously implies that
ν(Γ) = 1C . We define h : A → C by h(a) = ν(pa) for each a ∈ A and show that h is an
(∧,→, 0)-embedding such that h(a ∨ b) = h(a) ∨ h(b) for each (a, b) ∈ D.

To see that h is 1-1 it is sufficient to show that a 6≤ b in A implies h(a) 6≤ h(b) in C. If
a 6≤ b, then a → b 6= 1. Therefore, (a → b) → s = 1. Thus, 1C = h(1) = h((a → b) →
s) = h(a → b) → h(s) = (h(a) → h(b)) → ν(ps) = (h(a) → h(b)) → sC . It follows that
h(a) → h(b) ≤ sC , so h(a) → h(b) 6= 1C , and so h(a) 6≤ h(b). Consequently, h is 1-1.

It is left to be shown that h is a (∧,→, 0)-homomorphism such that h(a∨ b) = h(a)∨h(b)
for each (a, b) ∈ D. Let a, b ∈ A. Since ν(Γ) = 1C and ν(Γ) ≤ ν(pa∧b) ↔ (ν(pa) ∧ ν(pb)),
we obtain that ν(pa∧b) ↔ (ν(pa) ∧ ν(pb)) = 1C. Therefore, ν(pa∧b) = ν(pa) ∧ ν(pb). By
a similar argument, ν(pa→b) = ν(pa) → ν(pb), ν(p¬a) = ¬ν(pa), and if (a, b) ∈ D, then
ν(pa∨b) = ν(pa) ∨ ν(pb). But ν(pa) = h(a) for each a ∈ A. Therefore, for each a, b ∈ A,
we have h(a ∧ b) = h(a) ∧ h(b), h(a → b) = h(a) → h(b), and h(¬a) = ¬h(a). Moreover,
if (a, b) ∈ D, then h(a ∨ b) = h(a) ∨ h(b). Thus, h is a (∧,→, 0)-homomorphism such that
h(a∨b) = h(a)∨h(b) for each (a, b) ∈ D. Consequently, C is a homomorphic image of B and
h : A  C is an (∧,→, 0)-embedding such that h(a∨b) = h(a)∨h(b) for each (a, b) ∈ D. �

For a Heyting algebra A, we recall that ϕ(a) = {x ∈ A∗ : a ∈ x}.

Definition 5.4. Let A be a finite subdirectly irreducible Heyting algebra and D ⊆ A2. For
each (a, b) ∈ D we set

Da,b = {anti-chains d in ϕ(a) ∪ ϕ(b) : d ∩ (ϕ(a) − ϕ(b)) 6= ∅ and d ∩ (ϕ(b) − ϕ(a)) 6= ∅}.

For D ⊆ A2 we let D =
⋃
{Da,b : (a, b) ∈ D}, and call D the set of anti-chains associated

with D.

As an immediate consequence of Theorem 5.3 and the generalized Esakia duality, we
obtain the following corollary, which corresponds to [9, Thm. 9.40(i)].

Corollary 5.5. Let A be a finite subdirectly irreducible Heyting algebra, D ⊆ A2, and D

the set of anti-chains of A∗ associated with D. Then for each Esakia space X, we have
X 6|= α(A, D,⊥) iff there is a closed upset Y of X and an onto well partial Esakia morphism
f : Y ։ A∗ such that f satisfies (CDC) for D.
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Proof. We have that X 6|= α(A, D,⊥) iff X∗ 6|= α(A, D,⊥). By Theorem 5.3, X∗ 6|=
α(A, D,⊥) is equivalent to the existence of a homomorphic image C of X∗ and an (∧,→, 0)-
embedding h : A  C such that h(a ∨ b) = h(a) ∨ h(b) for each (a, b) ∈ D. By Esakia
duality, C∗ is a closed upset of X, and by the generalized Esakia duality, h∗ : C∗ ։ A∗ is
an onto well partial Esakia morphism. Moreover, by Lemma 3.40, h(a∨ b) = h(a)∨ h(b) for
each (a, b) ∈ D iff h∗ satisfies (CDC) for D. Putting all the pieces together, we obtain that
X 6|= α(A, D,⊥) iff there is a closed upset Y of X and an onto well partial Esakia morphism
f : Y ։ A∗ such that f satisfies (CDC) for D. �

Remark 5.6. As we pointed out in the introduction, Zakharyschev’s canonical formulas
look quite different from our canonical formulas. Nevertheless, they serve the same purpose.
To see this, let β(A∗, D,⊥) be Zakharyaschev’s canonical formula (for the definition, see
[9, p. 311]). As follows from [9, Thm. 9.39(ii)], a general intuitionistic frame X refutes
β(A∗, D,⊥) iff there is a cofinal subreduction f : X → A∗ satisfying (ZCDC). Now let X be
an Esakia space. It follows from Lemma 4.5, Corollaries 4.9 and 5.5, and [9, Thm. 9.39(ii)]
that if X 6|= α(A, D,⊥), then there exists a closed upset Y of X such that Y 6|= β(A∗, D,⊥),
and that if X 6|= β(A∗, D,⊥), then ↑dom(f) 6|= α(A, D,⊥). Since Y and ↑dom(f) are closed
upsets of X, clearly Y 6|= β(A∗, D,⊥) yields X 6|= β(A∗, D,⊥) and ↑dom(f) 6|= α(A, D,⊥)
yields X 6|= α(A, D,⊥). Therefore, X 6|= α(A, D,⊥) iff X 6|= β(A∗, D,⊥).

Let F (n) denote the free n-generated Heyting algebra and g1, . . . , gn denote the generators
of F (n). The next theorem is an algebraic analogue of [9, Thm. 9.34 and 9.36].

Theorem 5.7. If IPC 6⊢ ϕ(p1, . . . , pn), then there exist (A1, D1), . . . , (Am, Dm) such that
each Ai is a finite subdirectly irreducible Heyting algebra, Di ⊆ A2

i , and for each Heyting
algebra B we have B 6|= ϕ(p1, . . . , pn) iff there is i ≤ m, a homomorphic image C of B, and
an (∧,→, 0)-embedding h : Ai  C such that h(a ∨ b) = h(a) ∨ h(b) for each (a, b) ∈ Di.

Proof. Let IPC 6⊢ ϕ(p1, . . . , pn). Then F (n) 6|= ϕ(p1, . . . , pn). Therefore, ϕ(g1, . . . , gn) 6= 1
in F (n). Let SubF (n)(ϕ) denote the set of subpolynomials of ϕ(g1, . . . , gn) in F (n), and let S
be the (∧,→, 0)-subalgebra of F (n) generated by SubF (n)(ϕ). By Lemma 2.1(1), S is finite.
Therefore, (S,∧,→, 0, ∨̇) is a finite Heyting algebra, where a ∨̇ b =

∧
{s ∈ S : a, b ≤ s}

for each a, b ∈ S. Clearly a ∨ b ≤ a ∨̇ b and a ∨ b = a ∨̇ b whenever a ∨ b ∈ S. Thus,
ϕ(g1, . . . , gn) 6= 1 in S. We set D = {(a, b) ∈ [SubF (n)(ϕ)]2 : a ∨ b ∈ SubF (n)(ϕ)}.

Let A1, . . . , Am be the list of subdirectly irreducible homomorphic images of S refuting
ϕ and hi : S ։ Ai the corresponding homomorphisms. We set Di = {(hi(a), hi(b)) :
(a, b) ∈ D}. Given a Heyting algebra B, we need to show that B 6|= ϕ(p1, . . . , pn) iff there
is i ≤ m, a homomorphic image C of B, and an (∧,→, 0)-embedding h : Ai  C such that
h(a ∨ b) = h(a) ∨ h(b) for each (a, b) ∈ Di.

First suppose that there is i ≤ m, a homomorphic image C of B, and an (∧,→, 0)-
embedding h : Ai  C such that h(a ∨ b) = h(a) ∨ h(b) for each (a, b) ∈ Di. Let
SubAi

(ϕ) denote the set of subpolynomials of ϕ(hi(g1), . . . , hi(gn)) in Ai. Then SubAi
(ϕ) =

hi[SubF (n)(ϕ)]. Therefore, for each a, b ∈ SubAi
(ϕ), if a ∨ b ∈ SubAi

(ϕ), then (a, b) ∈ Di,
and so h(a ∨ b) = h(a) ∨ h(b). Thus, since ϕ(hi(g1), . . . , hi(gn)) 6= 1 in Ai, we also have
ϕ(h(hi(g1)), . . . , h(hi(gn))) 6= 1 in C. Because C is a homomorphic image of B, there exist
b1, . . . , bn ∈ B such that ϕ(b1, . . . , bn) 6= 1 in B. Thus, B 6|= ϕ(p1, . . . , pn).

Next suppose that B 6|= ϕ(p1, . . . , pn). Then there exist b1, . . . , bn ∈ B such that ϕ(b1, . . . ,
bn) 6= 1 in B. Let B(n) denote the Heyting subalgebra of B generated by b1, . . . , bn. Clearly
B(n) is an n-generated Heyting algebra. Therefore, B(n) is a homomorphic image of F (n).
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Let f : F (n) ։ B(n) be the corresponding homomorphism. Then f(g1) = b1, . . . , f(gn) = bn.
We let SubB(n)(ϕ) denote the set of subpolynomials of ϕ(b1, . . . , bn) in B(n), and SB(n) denote
the (∧,→, 0)-subalgebra of B(n) generated by SubB(n)(ϕ). Then SubB(n)(ϕ) = f [SubF (n)(ϕ)]
and the restriction of f to S is an onto (∧,→, 0)-homomorphism. Since an onto (∧,→, 0)-
homomorphism is an onto Heyting algebra homomorphism (Lemma 3.2), we obtain that SB(n)

is a homomorphic image of S. Moreover, ϕ(f(g1), . . . , f(gn)) 6= 1 in SB(n), which implies
that there exists a finite subdirectly irreducible Heyting algebra Ai and an onto Heyting
algebra homomorphism κ : SB(n) ։ Ai such that ϕ(κ(f(g1)), . . . , κ(f(gn))) 6= 1 in Ai. Let
λ = κ ◦ f . Then λ is a Heyting algebra homomorphism from S onto Ai. Let also SubAi

(ϕ)
denote the set of subpolynomials of ϕ(λ(g1), . . . , λ(gn)). Then SubAi

(ϕ) = λ[SubF (n)(ϕ)].
We set Di = {(λ(a), λ(b)) : (a, b) ∈ D}. Let i : SB(n) → B be the identity map. Since
κ : SB(n) ։ Ai is an onto homomorphism and i : SB(n)  B is an (∧,→, 0)-embedding,
by Lemma 2.1(3), there exists a homomorphic image C of B, with ξ : B ։ C the onto
homomorphism, and an (∧,→, 0)-embedding h : Ai  C such that ξ ◦ i = h ◦ κ.

S

λ

��

// //

f↾S
��
��

F (n)

f
��
��

SB(n)
))

i

66

κ
��
��

// // B(n) // // B

ξ
��
��

Ai
// h

// C

Note that, by Lemma 3.2, ξ is a Heyting algebra homomorphism. Moreover, for each
(a, b) ∈ Di there exists (c, d) ∈ D such that a = λ(c) = κ(f(c)) and b = λ(d) = κ(f(d)).
Therefore, since i(f(c) ∨ f(d)) = i(f(c)) ∨ i(f(d)), we obtain:

h(a ∨ b) = h[κ(f(c)) ∨ κ(f(d))]
= (h ◦ κ)[f(c) ∨ f(d)]
= (ξ ◦ i)(f(c) ∨ f(d)))
= ξ[i(f(c)) ∨ i(f(d))]
= ξ(i(f(c))) ∨ ξ(i(f(d)))
= h(κ(f(c))) ∨ h(κ(f(d)))
= h(a) ∨ h(b).

Thus, there is i ≤ m, a homomorphic image C of B, and an (∧,→, 0)-embedding h : Ai  C
such that h(a ∨ b) = h(a) ∨ h(b) for each (a, b) ∈ Di. �

Remark 5.8. A similar result was also established in [31].

By the generalized Esakia duality, the dual reading of Theorem 5.7 is as follows:

Corollary 5.9. If IPC 6⊢ ϕ(p1, . . . , pn), then there exist (A1, D1), . . . , (Am, Dm) such that
each Ai is a finite subdirectly irreducible Heyting algebra, Di ⊆ A2

i , Di is the set of anti-chains
of (Ai)∗ associated with D, and for each Esakia space X we have X 6|= ϕ(p1, . . . , pn) iff there
is i ≤ m, a closed upset Y of X, and an onto well partial Esakia morphism f : Y ։ (Ai)∗
such that f satisfies (CDC) for Di.

Combining Theorems 5.3 and 5.7, we obtain:
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Corollary 5.10. If IPC 6⊢ ϕ(p1, . . . , pn), then there exist (A1, D1), . . . , (Am, Dm) such that
each Ai is a finite subdirectly irreducible Heyting algebra, Di ⊆ A2

i , and for each Heyting
algebra B we have:

B |= ϕ(p1, . . . , pn) iff B |=
m∧

i=1

α(Ai, Di,⊥).

The dual reading of Corollary 5.10 is as follows:

Corollary 5.11. If IPC 6⊢ ϕ(p1, . . . , pn), then there exist (A1, D1), . . . , (Am, Dm) such that
each Ai is a finite subdirectly irreducible Heyting algebra, Di ⊆ A2

i , and for each Esakia space
X we have:

X |= ϕ(p1, . . . , pn) iff X |=
m∧

i=1

α(Ai, Di,⊥).

Remark 5.12. Corollary 5.9 corresponds to [9, Thm. 9.36(i)] and Corollary 5.11 corresponds
to [9, Thm. 9.44(i)].

Zakharyaschev’s theorem is now an immediate consequence of Corollary 5.10:

Corollary 5.13 (Zakharyaschev’s Theorem). Each intermediate logic L is axiomatizable
by canonical formulas. Moreover, if L is finitely axiomatizable, then L is axiomatizable by
finitely many canonical formulas.

Proof. Let L be an intermediate logic. Then L is obtained by adding {ϕi : i ∈ I} to IPC as
new axioms. Therefore, IPC 6⊢ ϕi for each i ∈ I. By Corollary 5.10, for each i ∈ I, there exist
(Ai1, Di1), . . . , (Aimi

, Dimi
) such that Aij is a finite subdirectly irreducible Heyting algebra,

Dij ⊆ A2
ij , and for each Heyting algebra B we have B |= ϕi iff B |=

∧mi

j=1 α(Aij , Dij,⊥).

Thus, B |= L iff B |= {ϕi : i ∈ I}, which happens iff B |= {
∧mi

j=1 α(Aij, Dij,⊥) : i ∈ I}.
Consequently, L = IPC + {

∧mi

j=1 α(Aij, Dij ,⊥) : i ∈ I}, and so L is axiomatizable by
canonical formulas. In particular, if L is finitely axiomatizable, then L is axiomatizable by
finitely many canonical formulas. �

5.2. Negation free canonical formulas. Now we consider intermediate logics axiomati-
zable by negation free formulas and construct negation free canonical formulas which ax-
iomatize them. Negation free canonical formulas are obtained from canonical formulas by
dropping the conjunct

∧
{p¬a ↔ ¬pa : a ∈ A} in the antecedent. Therefore, the proofs

for the disjunction free case are obtained by the obvious simplifications of the general case.
Because of this, we will only state the results without proofs.

Definition 5.14. Let A be a finite subdirectly irreducible Heyting algebra, s the second
largest element of A, and D a subset of A2. For each a ∈ A we introduce a new variable pa

and define the negation free canonical formula α(A, D) associated with A and D by

α(A, D) = [
∧
{pa∧b ↔ pa ∧ pb : a, b ∈ A}∧∧
{pa→b ↔ pa → pb : a, b ∈ A}∧∧
{pa∨b ↔ pa ∨ pb : (a, b) ∈ D}] → ps.

That is, α(A, D) is obtained from α(A, D,⊥) by deleting the conjunct
∧
{p¬a ↔ ¬pa : a ∈ A}

from the antecedent.

Corollary 5.15.
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(1) Let A be a finite subdirectly irreducible Heyting algebra, D ⊆ A2, and B a Heyting
algebra. Then B 6|= α(A, D) iff there is a homomorphic image C of B and an (∧,→)-
embedding h : A  C such that h(a ∨ b) = h(a) ∨ h(b) for each (a, b) ∈ D.

(2) Let A be a finite subdirectly irreducible Heyting algebra, D ⊆ A2, D the set of anti-
chains of A∗ associated with D, and X an Esakia space. Then X 6|= α(A, D) iff there
is a closed upset Y of X and an onto partial Esakia morphism f : Y ։ A∗ such that
f satisfies (CDC) for D.

Corollary 5.16.

(1) If IPC 6⊢ ϕ(p1, . . . , pn), where ϕ(p1, . . . , pn) is a negation free formula, then there exist
(A1, D1), . . . , (Am, Dm) such that each Ai is a finite subdirectly irreducible Heyting
algebra, Di ⊆ A2

i , and for each Heyting algebra B we have B 6|= ϕ(p1, . . . , pn) iff
there is i ≤ m, a homomorphic image C of B, and an (∧,→)-embedding h : Ai  C
such that h(a ∨ b) = h(a) ∨ h(b) for each (a, b) ∈ Di.

(2) If IPC 6⊢ ϕ(p1, . . . , pn), , where ϕ(p1, . . . , pn) is a negation free formula, then there
exist (A1, D1), . . . , (Am, Dm) such that each Ai is a finite subdirectly irreducible Heyt-
ing algebra, Di ⊆ A2

i , Di is the set of anti-chains of (Ai)∗ associated with D, and for
each Esakia space X we have X 6|= ϕ(p1, . . . , pn) iff there is i ≤ m, a closed upset
Y of X, and an onto partial Esakia morphism f : Y ։ (Ai)∗ such that f satisfies
(CDC) for Di.

Corollary 5.17.

(1) If IPC 6⊢ ϕ(p1, . . . , pn), where ϕ(p1, . . . , pn) is a negation free formula, then there exist
(A1, D1), . . . , (Am, Dm) such that each Ai is a finite subdirectly irreducible Heyting
algebra, Di ⊆ A2

i , and for each Heyting algebra B we have:

B |= ϕ(p1, . . . , pn) iff B |=
m∧

i=1

α(Ai, Di).

(2) If IPC 6⊢ ϕ(p1, . . . , pn), where ϕ(p1, . . . , pn) is a negation free formula, then there exist
(A1, D1), . . . , (Am, Dm) such that each Ai is a finite subdirectly irreducible Heyting
algebra, Di ⊆ A2

i , and for each Esakia space X we have:

X |= ϕ(p1, . . . , pn) iff X |=
m∧

i=1

α(Ai, Di).

Remark 5.18. Corollary 5.15(2) corresponds to [9, Thm. 9.40(ii)], Corollary 5.16(2) corre-
sponds to [9, Thm. 9.36(ii)], and Corollary 5.17(2) corresponds to [9, Thm. 9.44(ii)].

Zakharyaschev’s theorem that each intermediate logic L axiomatizable by negation-free
formulas is axiomatizable by negation-free canonical formulas is now an immediate conse-
quence of the above.

Corollary 5.19. Each intermediate logic L axiomatizable by negation-free formulas is ax-
iomatizable by negation-free canonical formulas. Moreover, if L is axiomatizable by finitely
many negation-free formulas, then L is axiomatizable by finitely many negation-free canonical
formulas.

5.3. Jankov formulas. Now we show that Jankov formulas are obtained from canonical
formulas by taking D = A2. Again, the proofs are straightforward from the general case and
we skip most of the details.
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Definition 5.20. Let A be a finite subdirectly irreducible Heyting algebra and D = A2. We
call α(A, D,⊥) the Jankov formula of A and denote it by χ(A); also, we call α(A, D) the
positive Jankov formula of A and denote it by Pχ(A).

Corollary 5.21 (Jankov’s Theorem).
(1) Let A be a finite subdirectly irreducible Heyting algebra and B a Heyting algebra.

(a) B 6|= Pχ(A) iff there is a homomorphic image C of B and an (∧,→,∨)-embedding
h : A  C.

(b) B 6|= χ(A) iff there is a homomorphic image C of B and a Heyting algebra
embedding h : A  C.

(2) Let A be a finite subdirectly irreducible Heyting algebra and X an Esakia space.
(a) X 6|= Pχ(A) iff there is a closed upset Y of X and an onto strong partial Esakia

morphism f : Y ։ A∗.
(b) X 6|= χ(A) iff there is a closed upset Y of X and an onto Esakia morphism

f : Y ։ A∗.

We recall that an element s of a lattice A is a splitting element if there exists t ∈ A such
that for each x ∈ A we have s ≤ x or x ≤ t; that is the pair (s, t) splits the lattice A into
↑s and ↓t. We also recall that an intermediate logic L is a splitting logic if it is a splitting
element in the lattice of intermediate logics, and that L is join-splitting if L is a join of
splitting logics. The next theorem goes back to Jankov [18].

Corollary 5.22. Each join-splitting intermediate logic is axiomatizable by Jankov formulas.

Proof. It is sufficient to show that each splitting intermediate logic is axiomatizable by a
Jankov formula. Let L be a splitting intermediate logic. Then there exists an intermediate
logic L′ such that (L, L′) splits the lattice of intermediate logics. Since the variety of Heyting
algebras is congruence-distributive and it is generated by its finite algebras, it follows from a
general result of McKenzie [24] that L′ is the logic of a finite subdirectly irreducible Heyting
algebra A. We show that L = IPC + χ(A). Let B be a Heyting algebra. It is sufficient to
show that B |= L iff B |= χ(A). Let B |= L. If A is a homomorphic image of a subalgebra
of B, then A |= L, which contradicts to (L, L′) being a splitting pair. Therefore, A is not a
homomorphic image of a subalgebra of B, which by Corollary 5.21, implies that B |= χ(A).
Conversely, if B 6|= L, then as (L, L′) is a splitting pair, the logic of B is contained in L′.
Since L′ is the logic of A and A 6|= χ(A), it follows that B 6|= χ(A). Consequently, B |= L iff
B |= χ(A), and so χ(A) axiomatizes L. �

5.4. Subframe and cofinal subframe formulas. Finally, we show that subframe formulas
and cofinal subframe formulas are obtained from canonical formulas by taking D = ∅. Again
we skip all the proofs because they are obtained easily from the general case.

Definition 5.23. Let A be a finite subdirectly irreducible Heyting algebra and D = ∅. We
call α(A, D,⊥) the cofinal subframe formula of A and denote it by β(A,⊥); also, we call
α(A, D) the subframe formula of A and denote it by β(A).

Corollary 5.24.

(1) Let A be a finite subdirectly irreducible Heyting algebra and B a Heyting algebra.
(a) B 6|= β(A) iff there is a homomorphic image C of B and an (∧,→)-embedding

h : A  C.
(b) B 6|= β(A,⊥) iff there is a homomorphic image C of B and an (∧,→, 0)-

embedding h : A  C.
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(2) Let A be a finite subdirectly irreducible Heyting algebra and X an Esakia space.
(a) X 6|= β(A) iff there is a closed upset Y of X and an onto partial Esakia morphism

f : Y ։ A∗.
(b) X 6|= β(A,⊥) iff there is a closed upset Y of X and an onto well partial Esakia

morphism f : Y ։ A∗.

Remark 5.25. Corollary 5.24(2) corresponds to [9, Thm. 11.15].

Let X be an Esakia space. We recall (see [9, p. 289] and [2, p. 86]) that Y ⊆ X is a
subframe of X if (i) Y is a closed subset of X and (ii) U a clopen subset of Y (in the induced
topology) implies ↓U is a clopen subset of X. Equivalently, Y ⊆ X is a subframe of X if Y
is an Esakia space (in the induced topology and order) and the partial identity map X → Y
is a partial Esakia morphism. We also recall (see [9, p. 295] and [2, p. 87]) that Y ⊆ X is
a cofinal subframe of X if Y is a subframe of X and ↑Y ⊆ ↓Y . Equivalently, Y ⊆ X is a
cofinal subframe of X if Y is an Esakia space (in the induced topology and order) and the
partial identity map X → Y is a well partial Esakia morphism.

Let L be an intermediate logic. We recall that L is a subframe logic if for each Esakia
space X and a subframe Y of X, from X |= L it follows that Y |= L. We also recall that L
is a cofinal subframe logic if for each Esakia space X and a cofinal subframe Y of X, from
X |= L it follows that Y |= L. As follows from [2], algebraically subframes are characterized
by nuclei on Heyting algebras, and so subframe logics correspond to nuclear varieties, while
cofinal subframe logics correspond to cofinal nuclear varieties. As was shown in [2, Thm.
41], nuclear varieties are axiomatizable by subframe formulas and cofinal nuclear varieties
are axiomatizable by cofinal subframe formulas. Consequently, we arrive at the following:

Corollary 5.26. (Zakharyaschev [40, Thm. 5.7]). Each subframe intermediate logic is ax-
iomatizable by subframe formulas and each cofinal subframe intermediate logic is axiomatiz-
able by cofinal subframe formulas.

A different description of subframe and cofinal subframe formulas is given in [4, Sec 3.3.3],
where a connection with the NNIL-formulas of [33] is also made.
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[21] P. Köhler. Brouwerian semilattices. Trans. Amer. Math. Soc., 268(1):103–126, 1981.
[22] T. Litak. A continuum of incomplete intermediate logics. Rep. Math. Logic, (36):131–141, 2002.
[23] C. McKay. The decidability of certain intermediate propositional logics. J. Symbolic Logic, 33:258–264,

1968.
[24] R. McKenzie. Equational bases and nonmodular lattice varieties. Trans. Amer. Math. Soc., 174:1–43,

1972.
[25] P. Minari. Intermediate logics with the same disjunctionless fragment as intuitionistic logic. Studia

Logica, 45(2):207–222, 1986.
[26] W. Nemitz. Implicative semi-lattices. Trans. Amer. Math. Soc., 117:128–142, 1965.
[27] I. Nishimura. On formulas of one variable in intuitionistic propositional calculus. Journal of Symbolic

Logic, 25:327–331, 1960.
[28] H. Rasiowa and R. Sikorski. The Mathematics of Metamathematics. Monografie Matematyczne, Tom
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